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Abstract
In current wireless communication systems, demands for extremely high data

rates, along with spectrum scarcity at the microwave bands, make the millimeter
wave (mmWave) band very appealing to provide these extremely high data rates
even for a massive number of wireless devices. MmWave communications exhibit se-
vere attenuation, vulnerability to obstacles (called blockage), and sparse-scattering
environments. Moreover, mmWave signals have small wavelengths that allow the
incorporation of many antenna elements at the current size of radio chips. This
leads to high directivity gains both at the transmitter and at the receiver, direc-
tional communications, and, more importantly, possible noise-limited operations as
opposed to microwave networks that are mostly interference-limited.

These fundamental differences between mmWave networks and legacy communi-
cation technologies challenge the classical design constraints, objectives, and avail-
able degrees of freedom. The natural consequence is the necessity of revisiting most
of the medium access control (MAC) layer design principles for mmWave networks,
which have so far received less attention in the literature than physical layer and
propagation issues. To address this important research gap, this thesis investigates
the fundamental MAC layer performance metrics, including coverage, fairness, con-
nection robustness, collision probability, per-link throughput, area spectral effi-
ciency, and delay. The original analysis proposed in this thesis suggests novel in-
sights as to the solutions for many MAC layer issues such as resource allocation,
interference management, random access, mobility management, and synchroniza-
tion in future mmWave networks.

A first thread of the thesis focuses on the fundamental performance analysis
and mathematical abstraction of mmWave wireless networks to characterize their
differences from conventional wireless networks, i.e., high directivity, line-of-sight
communications, and occurrence of deafness (misalignment between transmitters
and receivers). A mathematical framework to investigate the impact of beam train-
ing (alignment) overhead on the throughput is established, which leads to identify
a new alignment-throughput tradeoff in mmWave networks. A novel blockage model
that captures the angular correlation of line-of-sight conditions using a new notion of
“coherence angle” is proposed. The coverage and delay of directional cell discovery
are evaluated, and an optimization approach to maximize long-term throughput
of users with fairness guarantees is proposed. In addition, this thesis develops a
tractable approach to derive the collision probability, as a function of density of
the transmitters, transmission power, density and size of the obstacles, operating
beamwidth, and sensitivity of the receiver, among the main parameters. The colli-
sion probability allows deriving closed-form expressions for the per-link and network
throughput of mmWave networks, and thereby identifying that, contrary to main-
stream belief, these networks may exhibit a non-negligible transitional behavior of
interference from a noise-limited to an interference-limited regime.

The second thread of the thesis builds on the previous fundamental perfor-
mance analysis and modeling to establish new, efficient MAC protocols. The de-
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rived collision probability is used to evaluate per-link throughput, area spectral
efficiency, and delay performance of common MAC protocols such as TDMA and
slotted ALOHA, and to provide a fundamental comparison between pros and cons of
contention-free and contention-based MAC protocols. The results suggest the use of
on-demand interference management strategy for future mmWave cellular networks
and collision-aware hybrid MAC protocols for mmWave ad hoc networks to reliably
deliver messages without sacrificing throughput and delay performance. Moreover,
the transitional behavior, together with significant mismatch between transmission
rates of control and data messages, imposes the development of new hybrid proac-
tive and reactive control plane architecture. This thesis identifies the prolonged
backoff time problem, which happens in mmWave networks due to blockage and
deafness, and proposes a new collision notification signal to solve this problem. Mo-
tivated by the significant mismatch between coverage of the control and data planes
along with delay analysis of directional cell search, a novel two-step synchronization
procedure is proposed for mmWave cellular networks. Also, the impact of relaying
and multi-hop communication to provide reliable mmWave connections, to alleviate
frequent handovers, and to reduce the beam training overhead is investigated.

The investigations of this thesis aim to demystify MAC layer performance of
mmWave networks and to show the availability of many new degrees of freedom to
improve the network performance, e.g., in terms of area spectral efficiency, energy
efficiency, robustness, delay, coverage, and uniform quality of service provisioning.
The results reveal many special behaviors of mmWave networks that are largely
ignored in design approach of the current mmWave networks. Given that the stan-
dardization of mmWave wireless cellular networks has not started as yet, and that
existing standards of mmWave ad hoc networks are highly sub-optimal, the results
of this thesis will provide fundamental design guidelines that have the potential to
be very useful for future mmWave standardizations.
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Chapter 1

Introduction

Increased demands for higher data rates in wireless communication systems , a
long with new applications such as massive wireless access, and limited available
spectrum at the microwave bands have motivated enhancing spectral efficiency by
using advanced technologies such as full-duplex communications, cognitive and co-
operative networking, interference cancelation, and massive multiple input multiple
output (MIMO). As these enhancements are reaching the fundamental capacity lim-
its, the millimeter wave (mmWave) band is becoming an alternative and promising
option to support extremely high data rate wireless access [1–6]. The main reasons
are very simple: all the current (main) commercial wireless systems together have
less than two percent of the bandwidth available at the mmWave spectrum, see
Fig. 1.2; there are several unlicensed channels at the mmWave band, e.g., around
60 GHz, for short range wireless services, each having more than 2 GHz bandwidth.
This huge bandwidth, even if utilized with a very low spectral efficiency, can easily
provide gigabit-per-second data rate.

Currently, mmWave spectrum is primarily used for satellite communications,
long-range point-to-point communications, military applications, local multipoint
distribution service, and recently short range ad hoc networks [2, 7]. Due to severe
attenuation of the signal at the mmWave band, especially at certain frequency bands
such as 60 and 180 GHz, see Figure 1.1, mmWave communications were thought to
be only applicable either for especial applications with especial hardware, mentioned
above, or for “whisper radios” with coverage distances of a few meters (m) [3,8] that
is suited for wireless personal area networks (WPANs). However, recent studies on
mmWave mobile networks have convinced the Federal Communications Commission
(FCC) to publish notice of inquiries in late 2014 and early 2015, to evaluate the
viability of mmWave bands for mobile radio services [9,10]. These notice of inquires
were about technology specifications, bandwidth allocations, and health effects of
mmWave communications, among others. In early 2015, Ofcom in UK also published
similar public comments [11]. In all the answers to those inquiries, provided by
numerous corporations and academic institutions, there was a common part: it is
better to repurpose the mmWave band for future wireless networks.

MmWave communications are particularly attractive for ultra short range/high
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Figure 1.1: Atmospheric absorbtion of electromagnetic waves. High absorption have
resulted in unlicensed short-range applications in the 60 GHz. See www.mmWconcept
s.com for useful attenuation factors caused by rain, dust, and fog at mmWave bands.
This figure is a modification of [12, Fig. 2].

rate communications and gigabit wireless applications such as wireless gigabit eth-
ernet and uncompressed high quality video transmission, see Table 1.1. The com-
mercial potential of mmWave networks initiated several standardization activities
within wireless personal area networks (WPANs) and wireless local area networks
(WLANs), such as IEEE 802.15.3c [13], IEEE 802.11ad [14], WirelessHD consor-
tium, wireless gigabit alliance (WiGig), and recently IEEE 802.11ay study group
on next generation 60 GHz.1 Although there has been no dedicated standardization
activity for mmWave in cellular networks so far, there are several ongoing discus-
sions within research projects such as FP7 EU Project METIS [6] (2012-2015) on
how to incorporate mmWave networks in 5G. The special propagation features [7]
and hardware requirements [15] of mmWave systems bring multiple challenges at
the physical, medium access control (MAC), and routing layers. These challenges
are exacerbated due to the expected spectrum heterogeneity, that is, integration of
and coexistence with the microwave communication standards. MmWave systems
exhibit orders of magnitude higher attenuations, oxygen absorbtion, vulnerability
to obstacles, sparse-scattering environments, smaller wavelength, higher number of
antenna elements, high directivity gains, and possible noise-limited operation. These
unique features distinguish mmWave systems from legacy microwave systems and

1Detailed information about these projects can be found at the following addresses: http://
www.wirelesshd.org (WirelessHD), http://wirelessgigabitalliance.org (WiGig), and http:
//www.ieee802.org/11/Reports/ng60_update.htm (802.11ay), respectively. IEEE 802.11ay was
approved in May 2015, and the study group has not released any stable document so far.
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Figure 1.2: United States frequency allocations chart as of 2011. Below 6 GHz (mi-
crowave bands) are shaded by green color. Important commercial applications such
as TV broadcast, WiFi, and cellular applications together have less than 1 GHz
bandwidth. Areas colored by blue are 6 GHz free-licence channels around 60 GHz.
The bandwidth of all existing commercial systems, shaded by green color, is equiv-
alent to part of unlicensed bands available in the mmWave bands, shaded by blue
color.
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Table 1.1: Application scenarios for mmWave networks. This table is deduced from
ongoing discussions inside IEEE 802.11ay study group. “NS” means not specified
yet.

Usage models
Delay

(s)
Availability

Range
(m)

Rate
(Gbps)

Application scenarios

Ultra short range
communications

< 1 NS < 10 10 Wireless tollgate and kiosks to transfer e-
magazine, picture library, 4K movie trail-
ers, 4K movies

8K Video transfer
at smart home

< 0.005 NS < 5 28
8K video stream between a source device
(e.g., set-up box, tablet) and a sink device
(e.g. smart TV, split TV), replacement of
wired interface

Augmented
reality

< 0.005 NS < 10 20 Interface between a constantly moving
high-end wearable devices and its man-
aging device to deliver 3D video

Data center < 0.1 99.99% < 5 40 Inter-rack connectivity
Vehicular
networks

< 0.1 NS < 1000 NS Inra- and inter-car connectivity, intersec-
tion collision avoidance, public safety

Video
on-demand

< 0.1 NS < 100 NS Broadcast in crowd public places (e.g.,
classroom, in flight, train, ship, bus, ex-
hibitions)

Mobile
offloading

< 0.1 99.99% < 100 20 Offload video traffic from cellular inter-
face to the mmWave interface

Mobile
fronthauling

< 0.035 99.99% < 200 20 Wireless connections between remote ra-
dio heads and base band unit

Mobile
backhauling

< 0.035 99.99% < 1000 20 Small cell backhauling, mutihop back-
hauling, inter-building communications

demands a significant reconsideration in the design of the communication architec-
ture and protocols, especially at the MAC layer, as pointed out in the editorials of
two recent special issues dedicated to the use of mmWave in 5G [16,17].

1.1 Background

In this section, we overview the essential properties of mmWave communications
and briefly review the literature. Detailed literature review is provided in each
chapter of the second part of this thesis.

1.1.1 Millimeter Wave Wireless Channel
MmWave communications use the part of the electromagnetic spectrum in the range
30–300 GHz, which corresponds to wavelengths from 10 mm to 1 mm. In the litera-
ture, however, mmWave frequencies casually refer to the frequency band between 6–
300 GHz [7,18,19]. The main characteristics of mmWave are short wavelength/high
frequency, large bandwidth, high interaction with atmospheric constituents such as
oxygen (quantified in Fig. 1.1), and high penetration loss due to most solid ma-
terials. These characteristics lead to a sparse-scattering environment, where the
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Figure 1.3: General hybrid beamforming architectures. Disabling analog (digital)
beamformer and detector blocks and adopting proper number of RF chains result
in a complete digital (analog) beamforming architecture. This figure is from our
work [22, Fig. 1].

majority of the channel directions of arrivals are below the noise floor [7, 19–21].
Very small wavelengths allow implementation of a large number of antenna elements
in the current size of radio chips. Using proper beamforming, this large antenna ar-
ray provides high directivity gain both at the transmitter and at the receiver, which
can largely compensate the high path-loss (that is, the distance-dependent compo-
nent of the attenuation) without any extra transmission power. Due to directional
transmissions, mmWave communication encounters a directed spatial channel, that
is, a communication link can be established in a specific direction with a range that
varies according to the directionality level.

1.1.2 Beamforming
Beamforming is the key technique to compensate the severe channel attenuation in
mmWave systems. Generally speaking, there are three beamforming architectures,
namely digital, analog, and hybrid, all illustrated in Figure 1.3.

Digital beamforming, as the defacto scheme in modern MIMO systems, provides
the highest flexibility in beamforming at the expense of one baseband-to-RF chain
(in short RF chain) per antenna. While this expense may be affordable in today’s
wireless systems with relatively small number of antenna elements, future mmWave
devices are envisioned to have orders of magnitude more antenna elements. This
large number of antenna elements each having one RF chain, operating in very
wide bandwidth, increases the cost, complexity, and power consumption, which
may limit the applicability of mmWave systems in low-cost energy-efficient future
wireless networks [5, 6, 23–25]. Moreover, to have a proper digital beamforming,
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the channel between every pair of antenna elements of the transmitter and the
receiver should be estimated, which may be formidable in mmWave bands due to a
coherence time that is around an order of magnitude smaller than that of microwave
bands.2 This limitation restricts the application of mmWave systems to only low-
mobility scenarios, where coherence time is sufficiently large to first estimate the
channel and then operate with the formed beams. Low-resolution ADCs (ideally
with only one bit) and sparse channel estimation are recently proposed to address
the aforementioned challenges (see [26,27] and references therein).

Analog beamforming forms the beam with only one RF chain, but a series of
phase shifters that are connected to individual antenna elements [25, 28]. Analog
beamforming, besides having low complexity and cost, replaces complicated beam-
forming based on instantaneous channel estimation information (CSI) by a simple
beam-searching procedure, as already established in existing mmWave WPAN and
WLAN standards [13,14]. Analog beamformer at the transmitter and at the receiver
can sweep, by a sequence of pilot transmissions, all directions with a predefined res-
olution to find the pair of beams that maximize signal-to-noise ratio (SNR). These
directions along with the corresponding resolutions are defined in a beamforming
codebook. However, analog beamforming forms only one beam at a time without
being able to multiplex within the beam, implying that this architecture provides
only directivity gain. Although this might not be a big challenge in applications
where one device communicates to only one device (typical ad hoc and device-to-
device (D2D) scenarios),3 applications where one device serves multiple devices (a
typical cellular network) require several RF chains to serve devices that are sep-
arated geographically. This diminishes the advantages of this architecture such as
low complexity and low power consumption.

A two-stage hybrid digital-analog beamforming is a promising architecture for
future mmWave networks, both cellular [25,27,29] and short range in IEEE 802.11ay.
This architecture allows the use of a very large number of antennas with a limited
number of RF chains [29–31], typically 8–16 times fewer RF chains than the num-
ber of antenna elements [32]. Analog beamforming layer provides spatial division
and directivity gains, whereas digital beamforming layer may be used to further
reduce intra-beam interference and provide multiplexing gain inside one beam. To
this end, the digital beamformer is applied on the effective channel consisting of
the analog beamforming weights and the actual channel matrix. This complicates
the estimation of CSI, as the CSI is available only after being processed by the
analog beamformer. To address this problem, some recent works couple channel
estimation and analog beamforming design [32, 33]; however, different time-scales
over which analog and digital beamforming should be designed challenges these
solutions. Digital beamformer requires instantaneous CSI while analog beamformer
can be designed based on long-term CSI [22].

2The Doppler shift scales linearly with the operating frequency, and the operating frequency
of mmWave systems is an order of magnitude higher than that of microwave systems.

3Study group of IEEE 802.11ay suggests the use of multiple RF chains per device to substan-
tially improve the achievable throughput of the legacy IEEE 802.11ad with multiplexing gain.
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1.1.3 Deafness and Blockage

Vulnerability to obstacles and directional communications in mmWave networks
result in two consequences [2]: (1) blockage and (2) deafness.

Blockage refers to very high attenuation due to obstacles. As some examples,
the penetration loss of mmWave signals due to human body, brick, and glass is as
much as 35 dB, 80 dB and 50 dB, respectively [19,34–38]. This severe loss cannot be
compensated by just adding a few dB more transmission power or extra directivity
gain using narrower beams. Instead, a mmWave connection may find alternative
directed spatial channels that are not blocked or fall back to microwave band, if
possible [14].

Deafness refers to the situation in which the main beams of the transmitter and
the receiver are not aligned toward each other. Therefore, the link budget will not be
boosted enough to establishment a high quality mmWave link. The consequences of
deafness are threefold from a MAC layer perspective: (1) interference and collision
avoidance mechanisms may be secondary design factors, as a receiver listens only
to specific directed channel; (2) concurrent transmissions enables substantial incre-
ment in the spectral efficiency; and (3) complicated beamforming (alignment) and
beam-tracking procedures may be necessary to establish and maintain a mmWave
link.

1.1.4 Right Interference Model

One of the most challenging part in analysis of any wireless network is modeling the
aggregated interference, as it depends on the transmit powers, unknown random
channel attenuations, MAC protocol, and more importantly the network topology,
which is (partially) not available in most of the wireless applications. Therefore, a
very fundamental question in the design of a wireless network is: what is the right
interference model for this wireless network?

The simplest model is the interference range model, in which a receiver may
observe interference only from the closest interferer, interpreted as the strongest
one in this model, and an outage event occurs if that interferer is located no farther
than a constant maximum distance of the receiver, called interference range. A
modified version of this model is the protocol model, formalized by the seminal
work of Gupta and Kumar [39]. The only modification is that the interference
range, instead of being a constant value, depends on the received power from the
intended transmitter and a minimum signal-to-interference-plus-noise ratio (SINR)
threshold. These interference models are extensively adopted to analyze the MAC
and network layers of a wireless network in terms of network-layer capacity [39,40],
delay [41], fairness [42], throughput [43], backoff design [44], etc. However, both
interference range and protocol models have a major disadvantage: they do not
consider the impact of interference aggregation. It might be that there are several
transmitters outside the interference range such that their aggregated interference
downs the perceived SINR below the threshold. The most accurate but complicated
interference model is the physical model, also formalized in [39], that considers the
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impact of interference aggregation instead of considering only the closest interferer.
This interference model is adopted mostly at the physical layer for beamforming
design [45], capacity evaluation [39, 46], power control [47], coverage analysis [48],
energy efficiency characterization [49], etc.

Recent study [50] reveals that the special characteristics of mmWave networks
make the protocol model quite accurate in those networks. Essentially, as the proba-
bility of having no obstacle on a link decreases exponentially with the distance [51],
far away transmitters will be most probably blocked and therefore cannot contribute
in the interference a receiver observes. Therefore, considering only the impact of
spatially close interferers, ideally only the closest one, introduces a negligible loss
in the accuracy of the interference model, but significantly facilitates analysis and
protocol design for mmWave networks.

1.1.5 Network Architecture
A mmWave network can be deployed either with infrastructure, where a centralized
entity usually called base station (BS) or access point (AP) manages all tasks in
the network, or ad hoc, where there is no such a predefined network manager.
Cellular networks, adopt the first architecture, whereas most of the short range
networks adopt the second architecture. The fundamental difference from MAC
layer perspective is that the roles are predefined in the infrastructure networks, for
instance a terminal that wants to connect always waits for a beacon signal from the
infrastructure node, while the roles in ad hoc networks are dynamically assigned.
Besides, short-range networks may rely on carrier sensing among terminals, they
may use multihop communications, which may also affect traffic patterns, and
WPAN/WLAN devices generally have much less capabilities compared to smart
phones and base stations in cellular networks.

1.1.6 Control Channel
Control channels are instrumental for any wireless network. These channels facil-
itates device discovery, data channel establishment, neighbor discovery, resource
allocation coordination, routing information exchange, feedback signals, and many
other key information. While control channels should ensure different quality-of-
service (QoS) levels for different control signals, very high reliability and avail-
ability are their indisputable requirements. These requirements introduce two new
mismatches in mmWave networks: (1) a mismatch between transmission rate of
control and data channels, and (2) a mismatch between coverage of control and
data channels. We will discuss implications of these mismatches on the design of
proper control plane for a mmWave network, later in the second part of this thesis.

While data channels of mmWave networks are implemented in mmWave fre-
quency band, control channels can be implemented in mmWave [13, 14] or mi-
crowave [52] band. Each option has its own pros and cons. The mmWave channel
is less reliable than the microwave counterpart, due to vulnerability to blockage;
however, a dedicated microwave control channel demands higher hardware com-
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plexity and energy consumption, since an extra transceiver should be tuned on the
microwave control channel. Using mmWave band, still we can implement a control
channel with or without directional communication. An omnidirectional control
channel alleviates the deafness problem at the expense of being subject to a very
short range;4 whereas a directional one increases the coverage with extra alignment
overhead.

Note that we may realize a hybrid mmWave/microwave control plane, as re-
cently proposed in [22]. In this case, synchronization or channel access requests
are transmitted in omnidirectional-microwave mode, and other control messages
such as acknowledgement (ACK) or negative-acknowledgement (NACK) operate in
directional-mmWave mode.

1.1.7 Hybrid MAC

Wireless networks are designed to serve diverse applications with different con-
straints and QoS requirements, ranging from low-data-rate event-driven monitor-
ing applications to high data rate real-time video streaming applications. Adding
different reliability requirements into the picture, most of the existing standards in-
corporate several resource allocation protocols to ensure supporting different QoS
levels. Carrier sense multiple access/collision avoidance (CSMA/CA) is one of the
most celebrated protocols in wireless networks due to its simplicity, flexibility, and
robustness. Without network-wide synchronization or global topology information,
CSMA/CA can handle dynamic device registration, almost avoid interference, re-
alize spatial reuse, and provide fairness among the devices. The price is high over-
head due to constant collision avoidance procedure, which can cause as high as
75% throughput reduction for wireless applications with short packets [54]. Time
division multiple access (TDMA) is the simplest and most used contention-free re-
source allocation that activates only one link at a time to avoid any interference.
TDMA requires tight synchronization among all devices and a coordinator that
activate different links (transmitter-receiver pairs) at different time. To enable spa-
tial reuse, original TDMA is extended to spatial TDMA (STDMA) protocol that
activates a set of links with negligible mutual interference at a time. STDMA offers
the maximum throughput for every link and for the network [55–58]; however, it
requires precise knowledge of the network topology a priori. Scheduling based on
partial topology information also leads to substantial loss on the network through-
put, around 33% is reported in [59]. Even for a given network topology, finding
the optimal STDMA scheduling is an NP-hard problem [58–60], which may be im-
practical to solve in a wireless network with fast rescheduling requirements due to
time-varying channel conditions, physical environmental changes, battery outage,
and device failures.

It is well-established that TDMA provides substantially lower channel utiliza-
tion and higher delays than CSMA/CA, in low contention regimes. Still, TDMA

4The transmission range can be enhanced by using lower-rate or more efficient coding tech-
niques [53].
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Figure 1.4: Illustration of the hidden and exposed node problems: (a) hidden node
problem with omnidirectional communications, (b) exposed node problem with
omnidirectional communications, (c) hidden node scenario with directional com-
munications, and (d) exposed node scenario with directional communications. Cir-
cles and circle sectors show the transmission/reception ranges and directions. Solid
lines show reception, and dashed lines show transmission. Similar colors correspond
to similar transmitter-receiver pairs. Directional communications of mmWave net-
works alleviate the hidden and exposed node problems, and reduce the necessity of
collision avoidance procedure of CSMA/CA.

can ensure certain QoS levels, which is usually very important for specific appli-
cations such as video streaming. Pros and cons of individual resource allocations
motivate many hybrid MAC protocols to combine the strengths of TDMA and
CSMA/CA, while offsetting their weaknesses. Examples include IEEE 802.15.3,
802.15.4, and 802.11 (various versions) [61, Table 5.8], and many other protocols
such as Z-MAC [62] and T-MAC [63]. Current mmWave standards are also using a
hybrid MAC with a CSMA/CA phase, mostly to register channel access requests,
followed by a TDMA phase to provide guaranteed QoS levels [13,14].

1.1.8 Hidden and Exposed Node Problems
Hidden and exposed node problems are amongst the most important problems in
contention-based multiple access strategies, which demands adding protocol com-
plexity to the MAC layer. The hidden node problem occurs when a transmitter is
visible from a receiver, but not from other transmitters communicating with that
receiver, see Figure 1.4(a) where node A is hidden from node C. Exposed node
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problem occurs when a wireless device is prevented from sending packets to other
devices due to a neighboring transmitter [64], see Figure 1.4(b) where nodes B and
C mistakenly think their transmission will collide at their intended receivers. The
widespread solution is incorporating collision avoidance signals, introducing multi-
ple access with collision avoidance (MACA), firstly introduced in the seminal work
of Karn [65]. As will be discussed later, current mmWave standards [13,14,52] adopt
similar collision avoidance mechanisms as those of the legacy standards, developed
for microwave band and primarily with omnidirectional operation. However, high
directionality of mmWave communications both at the transmitter and at the re-
ceiver lead to negligible hidden and exposed node problems compared those legacy
technologies, see Figures 1.4(c) and (d).

Note that we can have those problems for contention-based control channel(s)
on microwave band, if any; however, the short size of control messages and their rare
frequency make the hidden and exposed node problems of secondary importance.
With very limited collisions, along with negligible hidden and exposed node prob-
lems, the essence of having proactive collision avoidance mechanisms for distributed
multiple access in mmWave communications is challenged, especially because those
mechanisms are a source of huge throughput loss in dense wireless networks [54,66].
We discuss in the second part of this thesis how to solve collision problem (and in
general manage the interference) in an on-demand manner. This leads to a substan-
tial higher throughput compared to the existing resource allocation with a proactive
collision avoidance strategy.

1.2 Contributions of the Thesis

This thesis investigates analysis and optimization of MAC layer performance of
mmWave networks. The chapters presented in the second part of this thesis are
based on the following published papers or submitted manuscripts. Below, we briefly
present the main contributions of each chapter.

[J1] H. Shokri-Ghadikolaei, C. Fischione, G. Fodor, P. Popovski, and M. Zorzi,
“Millimeter wave cellular networks: A MAC layer perspective,” to appear
in IEEE Trans. Commun., 2015.

[J2] H. Shokri-Ghadikolaei, C. Fischione, P. Popovski, and M. Zorzi, “De-
sign aspects of short range millimeter wave wireless networks: A MAC
layer perspective,” submitted to IEEE Network, May 2015, under second
review round.

[C1] H. Shokri-Ghadikolaei, L. Gkatzikis, and C. Fischione, “Beam-searching
and transmission scheduling in millimeter wave communications,” in Proc.
IEEE International Conference on Communications (ICC), 2015.

[J3] H. Shokri-Ghadikolaei and C. Fischione, “The transitional behavior of
interference in millimeter wave networks,” submitted to IEEE Trans.
Commun., May 2015, under second review round.



14 Introduction

[C2] H. Shokri-Ghadikolaei and C. Fischione, “Millimeter wave ad-hoc net-
works: Noise-limited or interference-limited?,” in Proc. IEEE Global Com-
munications (GLOBECOM) Workshop, San Diego, USA, Dec. 2015.

1.2.1 MmWave Cellular Networks
This chapter is based on [J1] and discusses the MAC layer design aspects of a
mmWave cellular network. In this chapter, we focus on several MAC layer is-
sues, such as synchronization, random access, handover, channelization, interfer-
ence management, scheduling, and association. In particular, we show novel design
approaches for three aspects:
Control channel architecture: We propose and develop fundamental design
methods to realize an efficient physical control channel for mmWave cellular net-
works and provide application areas for each option. An omnidirectional channel
on microwave bands is an imperative option wherever robustness to deafness, high
channel reliability, and long range are necessary, e.g., in coordination among BSs
during handovers. Directional physical control channels are more energy efficient
and seems to be mandatory in cell search procedure to alleviate the possible mis-
match between coverage of control and data channels. Considering advantages of all
options, a combination of both omnidirectional microwave and directional millime-
ter wave control channels is proposed to realize efficient control plane for mmWave
cellular networks. This novel hybrid architecture of the control plane is exempli-
fied by proposing a two-step synchronization procedure that realizes macro-level
time-frequency synchronization with an omnidirectional microwave channel and
micro-level spatial synchronization with a directional mmWave channel. Perfor-
mance evaluation confirms that a relatively small number of pilot transmissions
guarantees discovery of a user with high probability. This number increases by us-
ing narrower beamwidths, which introduces a tradeoff between boosting link budget
and reducing synchronization overhead.
Initial access, mobility management, and handover: We show that the
contention-based random access procedure becomes more justifiable than contention-
free counterpart to be incorporated in the initial access phase, as the operating
beamwidths become narrower. However, to have this superior performance, we
should solve a prolonged backoff time during random access, which we address by
proposing a novel MAC layer signal. We also discuss how to manage the mobility
and alleviate frequent handover problems in mmWave cellular networks using relay
stations along with a central macro-level controller, which can be realized inside a
macro-level BS.
Resource allocation and interference management: We demonstrate the im-
plications of directional operation with pencil beams on proposing new definition
of a cell, supplementing the definition of resource block with a spatial dimension,
facilitating resource allocation, and simplifying intra- and inter-cell interference
cancelation. We argue that the current interference-limited architecture of cellular
networks should be revisited to leverage the potential of mmWave systems to im-
prove the complex tradeoffs among throughput enhancement, fair scheduling, and
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Table 1.2: The impact f directionality on resource allocation performance. All rates
are measured in bit/s/Hz. See Table A.4 and Figure A.8 for more information.

Communication
Mode

# RF chains
per BS

Network sum
rate

Minimum
rate

Jain’s fairness
index

Directional
3 151.48 3.76 0.94
6 322.74 7.73 0.89
12 630.62 12.50 0.92

Omnidirectional 1 5.52 0.06 0.72

high connection robustness. We formulate an optimization problem based on long-
term resource allocation, which shows that additional RF chains at the BS (or user)
open new opportunities to redefine cells so as to better balance the total load of
the network. This brings significant improvements in the network sum rate as well
as enhancements in the minimum rate offered to a user and in fairness. We also
discuss the limits on these gains when we use directionality at the BS and/or the
users.

For instance, with 2 BSs and 30 users, distributed in 1 square kilometer, path-
loss exponent α = 3, 30 dBm transmission power of BSs, only one RF chain per
user, Table 1.2 shows the performance of the network using the optimal association,
resource sharing within every analog beam, operating beamwidths, and boresight
angles of BSs as well as users. Directional communications bring significant per-
formance gains even without using huge bandwidth of mmWave bands, as direc-
tionality improves the link budget, and at the same time, reduces the multiuser
interference. In particular, with 12 RF chains at the BSs, we observe a sum rate
enhancement by a factor of 113, a minimum rate enhancement by a factor of 207,
and fairness enhancement by 20%, compared to the omnidirectional mode.

1.2.2 Short Range mmWave Networks

This chapter is based on [J2] and covers the substantial new achievements on
the performance analysis of short range mmWave networks to identify the main
challenges of existing mmWave standards at the MAC layer. We highlight a new
alignment-throughput tradeoff, emphasize on the transitional behavior of interfer-
ence in mmWave networks, and raise the necessity of new collision-aware hybrid
resource allocation protocols. Then, we discuss the prolonged backoff time problem
in mmWave networks with directional communication and propose a new MAC
layer signal to alleviate this problem. We challenge the applicability of current
mmWave MAC layer functions in dense deployment scenarios due to the significant
mismatch between transmission rates of signaling and data packets, and highlight
the need for an on-demand control plane. Finally, we discuss the potential of mul-
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Figure 1.5: Average backoff time of the device winning the contention among 20
devices for accessing the same transmission resource (frequency and direction). The
standardized collision avoidance approach of IEEE 802.11ad with request-to-send
(RTS) and clear-to-send (CTS) signals leads to unnecessarily prolonged backoff
time, while a slight modification of this standard negotiation, by introducing a
collision-notification (CN) signal, effectively mitigates the problem. See Figures B.4
and B.5 for more information.

tihop communication techniques to compensate the error-prone mmWave physical
layer and to provide reliable mmWave connections. Throughout this chapter, we
identify critical MAC layer aspects of existing mmWave standards that may limit
the efficacy and use cases of short range mmWave communications, and propose
MAC design guidelines accordingly.

Considering a Bernoulli link failure model, that is, every link fails due to blockage
independently and with constant blockage probability, Figure 1.5 shows the perfor-
mance enhancement due to the introduction of the proposed collision-notification
signal. With a blockage probability of 0.02, for instance, using collision-notification
signal can dramatically reduce the average backoff time by about 95% (twenty
times).

1.2.3 Alignment-throughput Tradeoff in mmWave Networks
This chapter is based on [C1] and identifies a new tradeoff between the alignment
time and achievable throughput, called alignment-throughput tradeoff. That is, on
the one hand, narrower beamwidths enhance the beam resolutions, so increases the
alignment overhead and leaves less time for data transmission. On the other hand,
it provides higher directivity gains, leading to higher transmission rates. Larger
beamwidths also speed up alignment process at the expense of reduced transmis-
sion rates. In multiuser scenario, the problem becomes more complicated as narrow
beamwidth, besides boosting the link budget, reduces multiuser interference, so in-
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Figure 1.6: Alignment-throughput tradeoff in mmWave networks. Tp = 20µs is
single pilot transmission time [13]. The time slot duration is T . The overhead of
single pilot transmission is Tp/T . Adopting narrower beamwidths is not necessarily
throughput-optimal. See Figure C.5 for more information.

creases SINR and thereby achievable transmission rate. More importantly, it may
increase the spatial gain, that is, we may be able to activate higher number of
links without harmful mutual interference. However, the price of this rate enhance-
ment is higher alignment overhead per-link and complicated scheduling. We capture
the alignment-throughput tradeoff by a unifying optimization problem that brings
together beam-searching and transmission scheduling and explicitly addresses the
major challenges of mmWave communications, namely deafness and interference
management. Thanks to this optimization problem, we show that using extremely
narrow beams (or equivalently excessively increasing the beamforming codebook
size) is not beneficial in general due to the corresponding alignment overhead. We
evaluate the computational and protocol complexities of solving the proposed op-
timization problem, and argue that it cannot be solved optimally, due to both
NP-hardness of the problem and the need for knowing precise network topology a
priori. To alleviate these complexities, we propose two low-complexity and standard-
compliment protocols that rely on overestimation and underestimation of interfer-
ence. The overestimation approach activates only a small subset of non-interfering
links to ensure no harmful interference for active links. This overprotection under-
utilizes the available spatial resources, yet doubles the network throughput of the
existing standards. The underestimation approach uses possible noise-limited be-
havior of a mmWave network and neglects the interference, yielding a close to the
optimal performance with light computational complexity for small to modest size
mmWave networks. Validity of the noise-limited assumption is subject of our work
in [J3].

Figure 1.6 demonstrates the alignment-throughput tradeoff for a single link
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mmWave network. For narrow beamwidths, beam-searching overhead limits the
throughput performance, whereas as operating beamwidths increase, directivity
gain becomes the limiting factor. Generally, the optimal point is a balance between
directivity gain over the benefit of additional transmission time. Moreover, reduced
overhead for single pilot transmission allows executing more beam-searching itera-
tions with the same time budget. As a result, performance is improved, and narrower
beams are more beneficial. From Figure 1.6, adopting narrower beamwidths is not
necessarily throughput-optimal, due to the alignment overhead.

1.2.4 The Transitional Behavior of mmWave Networks
This chapter is based on [J3] and [C2], and investigates if a mmWave network with
pencil-beam operation is always noise-limited. This is a key question at the MAC
layer, as the answer affects the design of almost all MAC layer functions such as
resource allocation and interference management. For instance, in a noise-limited
regime, there is no multiuser interference, hence activating all links without any
coordination is throughput optimal, while we may need a complicated independent
set-based scheduling in an interference-limited network to ensure throughput opti-
mality of the scheduling. Although the increased directionality level in a mmWave
network reduces multiuser interference, as we show in this chapter, this reduction
may not be enough to take an action (e.g., scheduling) based on the assumption of
being in a noise-limited regime. Specifically, activating all links at the same time
may cause a significant throughput performance drop compared to the optimal
resource allocation [C1]. It follows that a noise-limited assumption may be detri-
mental for proper MAC layer design. Still, the interference footprint may not be so
large that we need to adopt a very conservative resource allocation protocol such
as TDMA, which activates only one link at a time, adopted by existing mmWave
standards.

In this chapter, we first introduce a novel blockage model that captures the cor-
relation among LoS events of different links. This blockage model enables us to have
a better approximation of the network behavior compared to existing models with
independent blockage assumption used in [48,67], especially as the number of links
increases or if transmitters appears in spatial clusters. Tractable closed-form ex-
pressions along with tight bounds for the collision probability, per-link throughput,
and area spectral efficiency of a mmWave network operating under slotted ALOHA
and under TDMA are derived. We analytically evaluate the impact of the trans-
mit power, transmission/reception beamwidth, transmitter density, and the density
and size of the obstacles on the performance metrics. The new analysis shows that
the noise-limited abstraction may not be accurate even for a modest-sized ad hoc
network, and that mmWave networks exhibit a transitional behavior from a noise-
limited regime to an interference-limited regime. Analytical and numerical perfor-
mance analyses reveal that a simple slotted ALOHA may achieve the performance
of STDMA and significantly outperforms TDMA in terms of throughput and de-
lay performance. Still, TDMA may be necessary to ensure communication without
any collision for a small subset of conflicting links. We conclude that the tran-
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Figure 1.7: Collision probability against density of the transmitters. λo is the obsta-
cle density, θ is the operating beamwidth. MmWave networks exhibit a transitional
behavior from a noise-limited to an interference-limited operating regime, as op-
posed to always interference-limited conventional networks. See Figure D.4 for more
information.

sitional behavior of interference in mmWave networks necessitates collision-aware
alternations between contention-based and contention-free phases in a hybrid MAC.
In particular, the contention-based phase significantly improves throughput/delay
performance of the network with light signaling overhead, while on-demand use of
the contention-free phase to deliver only the collided packets guarantees a reliable
mmWave connection with minimal drop in the throughput/delay performance. De-
tailed analysis of this chapter provide useful insights for designing proper resource
allocation framework for future mmWave networks.

Consider a random number of aligned mmWave transmitter-receiver pairs and
a random number of obstacles in the shape of lines with random orientation and
random size between 0 and 1 m, all uniformly distributed in a 10x10 m2 area.
Every transmitter generates traffic with constant bit rate 384 Mbps, the size of
all packets is 5 kB, time slot duration is 100 µs, transmission rate is 1 packet per
slot (link capacity around 1.5 Gbps), the transmitters have infinite buffer to save
and transmit the packets, and the emulation time is 1 second. Under these simu-
lation parameters, Figure 1.7 illustrates the transitional behavior of interference in
mmWave networks. From this figure, the collision probability is not negligible even
for a modest-size network. For instance, for 1 transmitter in a 2x2 m2 area and 1
obstacle in a 2x2 m2 area, the collision probability is as much as 0.24. Reducing the
obstacle density increases the collision probability due to higher number of non-
blocked interferers. Moreover, as can be observed in all curves of Figure D.4a, there
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Figure 1.8: Area spectral efficiency and delay performance of slotted ALOHA and
TDMA. ρa is the transmission probability of slotted ALOHA. Different points rep-
resent different link densities from 0.02 to 2 links per unit area. The obstacle density
is 0.25 per unit area. Operating beamwidth is 10°. Slotted ALOHA provides signif-
icantly higher ASE with lower delay. These performance gains may improve with
the number of links. See Figures D.7 and D.8 for more information.

is a transition from the noise-limited regime to the LoS interference-limited one in
mmWave networks; whereas conventional networks with omnidirectional communi-
cations always experience an interference-limited regime without any transitional
behavior under “realistic” set of parameters.

Figure 1.8 reports area spectral efficiency and the corresponding delay in slot-
ted ALOHA and TDMA. Slotted ALOHA with transmission probability 0.9 signif-
icantly outperforms TDMA in terms of both throughput and delay. In particular, it
requires, on average, less than two time slots to deliver a packet with one time slot
transmission time, even in a very dense mmWave network with 2 transmitters in a
unit area. The slotted ALOHA with transmission probability 0.1 may provide higher
area spectral efficiency than that with 0.9 in ultra dense networks with around 9
transmitters in a unit area, not shown in this figure; however, its delay is very large
for many practical set of parameters, around 3 orders of magnitude higher than that
in slotted ALOHA with transmission probability 0.9. Increasing the number of links
enhances the network throughout of TDMA in a saturating manner, where the sat-
uration is achieved by 4 transmitters in the example considered. Further increasing
the number of links will not improve the network throughput, but reduces the time
share of every link and consequently reduces the average throughput of a link, and
ultimately makes the queues of the transmitter may unstable. Superior throughput
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and delay performances of slotted ALOHA is due to spatial gain. As the network
goes to the noise-limited regime, spatial gain and consequently throughput/delay
gains improve, making simple collision-base scheduling more justifiable than the
contention-free counterparts.

1.2.5 Contributions not Covered in the Thesis
The following publications are not covered in this thesis, but contain related mate-
rials and applications:

[J4] Y. Xu, H. Shokri-Ghadikolaei and C. Fischione, “Distributed association
and relaying in millimeter wave networks,” submitted for journal publi-
cation, Sept. 2015.

[J5] H. Shokri-Ghadikolaei, I. Glaropoulos, V. Fodor, C. Fischione, and A.
Ephremides, “Green sensing and access: Energy-throughput tradeoffs in
cognitive networking,” to appear in IEEE Commun. Mag., 2015.

[J6] H. Shokri-Ghadikolaei and C. Fischione, “Analysis and optimization of
random sensing order in cognitive radio networks,” IEEE J. Sel. Areas
Commun., vol. 33, no. 5, pp. 803-819, May 2015.

[C3] H. Shokri-Ghadikolaei, Y. Xu, L. Gkatzikis, and C. Fischione, “User as-
sociation and the alignment-throughput tradeoff in millimeter wave net-
works,” in Proc. IEEE Research and Technologies for Society and Indus-
try (IEEE RTSI), Torino, Italy, Sept. 2015.

[C4] S. Zhuo, H. Shokri-Ghadikolaei, C. Fischione, and Z. Wang, “Adaptive
congestion control in cognitive wireless sensor networks,” in Proc. IEEE
International Conference on Industrial Informatics (IEEE INDIN), Cam-
bridge, UK, Jul. 2015.

[C5] H. Shokri-Ghadikolaei and C. Fischione, “Distributed random sensing or-
der analysis and optimization in cognitive radio systems,” in Proc. IEEE
International Conference on Communications (IEEE ICC), Sydney, Aus-
tralia, Jun. 2014.

[C6] H. Shokri-Ghadikolaei, F. Yaghoubi, and C. Fischione, “Analysis and
optimization of centralized sequential channel sensing in cognitive radio
networks,” in Proc. IEEE European Wireless (IEEE EW) Conference,
Barcelona, Spain, May 2014.

[C7] H. Shokri-Ghadikolaei and C. Fischione, “Random Sensing Order in
Cognitive Radio Systems: Performance Evaluation and Optimization,”
in Proc. IEEE International Conference on Computer Communications
(IEEE INFOCOM) Workshops, Toronto, Canada, May 2014.
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Contributions by the Author

The contributions of this Licentiate thesis’ author on the mentioned above publi-
cations are the outcomes of the author’s own work, in collaboration with the listed
co-authors. The order of the name of the author reflects the contribution level in the
papers. The author of this Licentiate thesis, when being first author of the paper,
has been giving the substantial and vast majority of the contributions, especially
in terms of theoretical analysis, computer simulations, and paper writing.

1.3 Conclusions and Future Works

Millimeter wave (mmWave) communications are promising enabler of extremely
high data rate in future wireless networks and offer a significant improvement in
per-user throughput, network throughput, and area spectral and energy efficiencies,
compared to traditional wireless networks. The main characteristics of a mmWave
system are very high path-loss, sparse-scattering environments, huge bandwidth,
blockage, deafness, massive beamforming, and limited interference, all of which
differentiate mmWave systems from legacy systems that operate at microwave band.

This thesis identified new challenges and tradeoffs that arise in mmWave net-
works, in the contexts of both ad hoc and cellular networks, and provided fundamen-
tal design guidelines for future mmWave networks, mostly from the medium access
control (MAC) layer perspective. In particular, mismatch between control and data
planes’ coverage and transmission rates, tradeoff among cost-robustness-coverage
of the control plane, inefficacy of current static cell definition, tradeoff among the
number of RF chains-throughput-fairness-connection robustness, prolonged backoff
time problem during random access, the alignment-throughput tradeoff, and the
transitional behavior are investigated and analytically substantiated throughout
the thesis.

To address these new tradeoffs and behaviors of a mmWave network, several
protocols and solution approaches are proposed. For a mmWave cellular network,
this thesis proposed four options to realize a physical control plane, a two-stage hi-
erarchal synchronization protocol, a procedure for dynamic cell formation, a novel
user association, an efficient handover procedure, and an on-demand inter-cell in-
terference management. Delay and coverage of control plane were also studied, and
design guidelines are provided accordingly. For short range mmWave networks, this
thesis proposed a new MAC layer signal to solve the prolonged backoff time, new
collision-aware hybrid resource allocation framework, novel random backoff proce-
dure using a new collision notification signal, on-demand transmission of the control
messages. Detailed mathematical analysis and discussions of this thesis aimed to
provide original and important insights on the design of various MAC layer func-
tions of future mmWave networks.

Although many open issues and future works are suggested in the second part
of this thesis, followings are some additional possible future works:

• Designing a heterogenous control plane for mmWave networks: this thesis
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identified different options to realize a physical control channel and provided
initial performance evaluation to assess pros and cons of those options. The
results suggest that we should redesign existing homogenous control plane to
a heterogenous one that may include both mmWave and microwave bands and
also both directional and omnidirectional communications. A comprehensive
performance analysis and extensive numerical results in different situations
are interesting topics for future studies to clarify the new architecture of the
control plane.

• Incorporating relaying techniques in mmWave networks: Relaying techniques
are key components of future mmWave networks for both access and backhaul,
since they can provide more uniform quality of service by offering efficient
mobility management, smooth handover operation, load balancing, indoor-
outdoor coverage. Relaying is also essential for multihop backhauling, which
is an important use case of IEEE 802.11ay. Still, very little done in analysis
and design of efficient relaying schemes for mmWave networks [68], especially
to evaluate the gain of relaying in a mobile environment with random blockage
and extra alignment overhead between any device and the relays.

• Evaluating the interplay between mmWave communications and D2D/cognitive
networks: As discussed throughout this thesis, pencil-beam operation shifts
mmWave networks toward the noise-limited operation regime. Consequently,
at the price of more complicated connection management, resource alloca-
tion and interference management procedures will be simplified. As recently
pointed out, for instance, in [57,69–74], being closer to the noise-limited regime
also increases the benefits of D2D and cognitive communications underlying a
cellular networks. A thorough analysis of the interplay between D2D networks
and underlying mmWave cellular networks is still missing in the literature.
More interestingly, adding directionality to the users of D2D network, may
change existing conclusions of possible huge adverse impact on cellular user
with limited gain for D2D networks [75, 76]. Performance evaluation of the
coexistence of several network each having directional communications is an
interesting future research direction.

• Designing a proper retransmission policy for random access in mmWave net-
works: To access the channel in a noise-limited regime, a wireless link may
use retransmission only for time diversity if the original signal is severely at-
tenuated by the random channel gain, so a very few retransmissions would be
enough to access the channel. However, for an interference-limited network,
retransmission policy should be designed to solve contention as well. This usu-
ally results in much higher retransmission attempts. Existing retransmission
policies are designed for interference-limited microwave networks. However, as
shown in this thesis, mmWave networks may exhibit both noise-limited and
interference-limited regimes, demanding new collision-aware retransmission
policy.
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Millimeter Wave Cellular Networks: A MAC
Layer Perspective

Hossein Shokri-Ghadikolaei, Carlo Fischione, Gábor Fodor,
Petar Popovski, and Michele Zorzi

Abstract

The millimeter wave (mmWave) frequency band is seen as a key enabler of
multi-gigabit wireless access in future cellular networks. In order to overcome
the propagation challenges, mmWave systems use a large number of antenna
elements both at the base station and at the user equipment, which lead to
high directivity gains, fully-directional communications, and possible noise-
limited operations. The fundamental differences between mmWave networks
and traditional ones challenge the classical design constraints, objectives, and
available degrees of freedom. This paper addresses the implications that highly
directional communication has on the design of an efficient medium access
control (MAC) layer. The paper discusses key MAC layer issues, such as syn-
chronization, random access, handover, channelization, interference manage-
ment, scheduling, and association. The paper provides an integrated view on
MAC layer issues for cellular networks, identifies new challenges and tradeoffs,
and provides novel insights and solution approaches.

A.1 Introduction

The increased rate demand in the upcoming 5G wireless systems and the fact
that the spectral efficiency of microwave links is approaching its fundamental lim-
its have motivated consideration of higher frequency bands that offer abundance
of communication bandwidth. There is a growing consensus in both industry and
academia that millimeter wave (mmWave) will play an important role in 5G wire-
less systems [1–6] in providing very high data rates. The commercial potential of
mmWave networks initiated several standardization activities within wireless per-
sonal area networks (WPANs) and wireless local area networks (WLANs), such
as IEEE 802.15.3 Task Group 3c (TG3c) [13], IEEE 802.11ad standardization task
group [14], WirelessHD consortium, and wireless gigabit alliance (WiGig). Although
there has been no dedicated standardization activity for mmWave in cellular net-
works so far, there are several ongoing discussions within research projects such as
FP7 EU Project METIS [6] (2012-2015) on how to incorporate mmWave networks in
5G. The high attenuation mitigates interference, while directionality supports wire-
less backhauling among micro and macro base stations (BSs) [77]; hence mmWave
communication is suitable for dense heterogeneous deployments. The special prop-
agation features [7] and hardware requirements [15] of mmWave systems bring mul-
tiple challenges at the physical, medium access control (MAC), and routing layers.
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These challenges are exacerbated due to the expected spectrum heterogeneity in
5G, i.e., integration of and coexistence with the microwave communication stan-
dards. As pointed out in the editorials of two recent special issues dedicated to
the use of mmWave in 5G [16, 17], the communication architecture and protocols,
especially at the MAC layer, need to be revised to adapt signaling and resource
allocation and cope with severe channel attenuation, directionality, and blockage.

In this paper, we identify the main challenges of mmWave cellular communica-
tions at the MAC layer. We show novel design approaches for three aspects:

Control channel architecture

We highlight the necessity for a directional control plane in mmWave bands, identify
the available options for that purpose, and discuss why an omnidirectional physical
control channel in microwave bands can significantly boost the performance of the
control plane.

Initial access, mobility management, and handover

Leveraging the advantages of both omnidirectional microwave and directional mil-
limeter wave control channel, we suggest a two-step synchronization procedure. We
compare contention-free to contention-based random access protocols, and show
that the latter becomes more justifiable to be incorporated in the initial access
phase, as the transmission/reception beamwidths become narrower. However, the
increased directionality may lead to a prolonged backoff time during random access,
which we address by proposing a novel MAC layer signal. We also discuss how to
manage the mobility and alleviate frequent handover problems in mmWave cellular
networks.

Resource allocation and interference management

The directional pencil-beam operation provides many options to form different cells
and allocate resources, while significantly simplifying interference management. We
identify new tradeoffs among throughput enhancement, fair scheduling, and high
connection robustness, and formulate a suitable optimization problem based on
long-term resource allocation. Finally, we show that additional RF chains at the
BS can bring gains in terms of network throughput, fairness, and minimum UE
rate, and discuss the limits on these gains when we use directionality at the BSs
and/or the UEs.

The detailed discussions of this paper aim to demystify MAC layer design of
mmWave cellular networks and show that there are many degrees of freedom that
can be leveraged to significantly improve the performance, e.g., in terms of area
spectral efficiency, energy efficiency, robustness, uniform QoS provisioning.

The rest of this paper is organized as follows. In Section A.2, we describe the
essential aspects of mmWave cellular networks. In Section A.3, different options
to realize a physical control channel will be discussed in detail. Section A.4 dis-
cusses design aspects of synchronization, random access, and handover procedures
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in mmWave cellular networks. Resource allocation problems are discussed in Sec-
tion A.5. Concluding remarks and future research directions are provided in Sec-
tion A.6. To preserve the natural flow of the discussions, we present technical details,
which are an integral part of the contributions of the paper, in the Appendices.

A.2 Fundamentals

A.2.1 The Directed mmWave Wireless Channel
MmWave communications use frequencies in the range 30–300 GHz, albeit the fre-
quencies 10–30 GHz are also often referred to as mmWave [7, 18, 19]. The main
characteristics of mmWave are short wavelength/high frequency, large bandwidth,
high interaction with atmospheric constituents such as oxygen, and high attenua-
tion through most solid materials. This leads to a sparse-scattering environment,
where the majority of the channel directions of arrivals (DoAs) are below the noise
floor [7,19–21]. The sparsity in the angular domain (or equivalently the sparsity in
the dominant channel eigenmodes) can be leveraged to realize efficient channel es-
timation and beamforming algorithms [32,33,78,79]. Very small wavelengths allow
implementation of a large number of antenna elements in the current size of radio
chips, which boosts the achievable directivity gain, though at the price of extra
signal processing. Such a gain can largely or even completely compensate the high
path-loss (i.e., the distance-dependent component of the attenuation) without the
need to increase the transmission power.

A channel in a mmWave system can be established in a specific direction (gov-
erned by nonzero channel eigenmodes) with a range that varies according to the
directionality level. This results in two consequences: (1) blockage and (2) deafness.
Blockage refers to high penetration loss due to obstacles and cannot be solved by
just increasing the transmission power. The human body can attenuate mmWave
signals by 35 dB [34, 35], and materials such as brick and glass attenuate them by
as much as 80 dB and 50 dB [19,36–38]. Overcoming blockage requires a search for
alternative directed spatial channels that are not blocked, and this search entails
a new beamforming overhead. This complicates mmWave MAC design for cellular
networks compared to WPANs/WLANs, wherein short range still allows non-line-
of-sight (NLoS) communications [13,14]. Furthermore, the traditional notion of cell
boundary becomes blurry in mmWave networks due to randomly located obstacles.
This and other reasons, discussed later, demand reconsideration of the traditional
cell definition. Early examples include the concepts of soft cell [80, 81] and phan-
tom cell [82]. In mmWave cellular networks, instead, we can extend those concepts
to that of dynamic cell, which is dynamically redefined to meet QoS demands of
the UEs, overcome blockage, and optimize network utility, see Section A.5. Deaf-
ness refers to the situation in which the main beams of the transmitter and the
receiver do not point to each other, preventing establishment of a communication
link. On the negative side, deafness complicates the link establishment phase. On
the positive side, it substantially reduces interference [43], as the receiver only lis-
tens to a specific directed spatial channel. This makes the conventional wisdom of
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interference-limited microwave wireless networks not applicable to a noise-limited
mmWave system,1 heavily affecting both the initial access procedure and resource
allocation, as will be discussed in Sections A.4 and A.5.

A.2.2 Heterogeneity
To overcome the physical limitations of mmWave, the MAC mechanisms may have
to exploit both microwave and mmWave bands simultaneously [19] and also facil-
itate co-existence of several communication layers with different coverage. Conse-
quently, there will be two types of heterogeneity in mmWave cellular networks:

Spectrum heterogeneity: MmWave UEs may use both high (above 6 GHz) and
low frequencies (microwave, such as the LTE band). While higher frequencies pro-
vide a massive amount of bandwidth for data communications, enabling very high
data rates, the lower frequencies may be exploited for control message exchange,
which demands much lower data rates but higher reliability than data commu-
nications. This facilitates the deployment of mmWave networks due to possible
omnidirectional transmission/reception of control messages, as well as higher link
stability, at lower frequencies.

Deployment heterogeneity: There will be macrocells, microcells, femtocells, and
even picocells, all working together in 5G. This heterogeneity introduces two de-
ployment scenarios for mmWave cellular networks: stand-alone and integrated net-
works [81]. In the stand-alone scenario, a complete mmWave network (from macro to
pico levels) will be deployed in the mmWave band, whereas the integrated solution
is an amendment to existing microwave networks for performance enhancement,
and may be considered as an intermediate step in the migration from existing mi-
crowave networks to future mmWave networks. The integrated network includes
mmWave small cells and/or mmWave hotspots [18].

Spectrum and deployment heterogeneity affect the options for realizing physical
control channels, see Section A.3.

A.2.3 Beamforming
Beamforming is the key technique to compensate the severe channel attenuation and
to reduce interference in mmWave networks. Figure A.1(a) shows a typical cellular
network where each entity may support multi-beam directional operation. This
allows BSs to benefit from multiplexing to increase data rate or use spatial diversity
to achieve robustness to blockage. Generally, a wireless link can be established in
omnidirectional (both BS and UE are omnidirectional), semi-directional (either
BS or UE is omnidirectional, the other directional), or fully-directional (both BS
and UE are directional) communication modes. Figure A.1(a) shows that inter-cell

1Rigorously speaking, having negligible multiuser interference does not necessarily imply that
the performance of the network is limited by noise; rather, it can be limited by the channel estab-
lishment and maintenance overhead [83]. However, the negligible (or, more generally, significantly
reduced) multiuser interference is enough to establish our results especially in resource allocation
and interference management in Section A.5.
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Figure A.1: Directional communications and beamforming: (a) a typical cellular
network and (b) two-stage hybrid digital-analog beamforming architecture. Cell
boundaries are intentionally omitted from (a) to indicate their loose meaning in
mmWave cellular networks. The effective channel is illustrated in (b).

interference in both downlink and uplink is significantly reduced by fully directional
pencil-beam communication, emphasizing the noise-limited trend of a mmWave
cellular network. Generally speaking, there are three beamforming architectures,
namely digital, analog, and hybrid.
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Digital beamforming

This architecture provides the highest flexibility in shaping the transmitted beam(s),
however it requires one baseband-to-RF chain (in short RF chain) per antenna el-
ement. This increases the cost and complexity due to the large number of antenna
elements operating in very wide bandwidth. Considering one high resolution analog-
digital converter (ADC) per RF chain, digital beamforming also leads to high power
consumption both at the BS and at the UEs, which is at odds with the design goals
of 5G [5, 6, 23, 24]. Moreover, digital beamforming requires estimation of the chan-
nel between every pair of antenna elements of the transmitter and the receiver.
Apart from a more complicated precoding, the complexity of this estimation scales
at least linearly with the number of transmitter antenna elements [84].2 In time
division duplexing (TDD) systems, channel state information (CSI) at the trans-
mitter can be obtained using uplink sounding signals. The advantage is that the
overhead will be scaled with the combined number of UEs’ antennas that can be
much less than the number of BS antennas. However, the limited UE power and
the possible lack of beamforming gains for the uplink reference signals may limit
the performance of the network. Also, CSI acquisition by uplink reference signals
requires the principle of channel reciprocity that holds if the duplexing time is much
shorter than the coherence time of the channel. The coherence time in mmWave
bands is around an order of magnitude lower than that of microwave bands, as the
Doppler shift scales linearly with frequency. Therefore, TDD at mmWave bands
needs to be restricted to low-mobility scenarios. In frequency division duplexing
(FDD) systems, CSI estimation should be done in both uplink and downlink direc-
tions due to the lack of reciprocity. While CSI estimation overhead in the uplink
is similar to the TDD case, the overhead in the downlink channel scales with the
number of BS antennas, which becomes infeasible as the number of BS antennas
grows large [25, 27, 84]. Altogether, for systems operating in very wide spectrum
ranges, such as several hundreds of MHz, and employing a large number of anten-
nas, a complete digital beamforming solution using the current requirements (one
high resolution ADC per RF chain and channel estimation per antenna element),
is hardly feasible and economical [25, 30]. Low-resolution ADCs (ideally with only
one bit) and sparse channel estimation are promising solutions for enabling digital
beamforming in mmWave systems (see [26,27] and references therein).

Analog beamforming

This technique shapes the output beam with only one RF chain using phase shifters [25,
28]. On the positive side, a simple beam-searching procedure can be used here to
efficiently find the optimal beams at the transmitter and the receiver, as already
established in existing mmWave WPAN and WLAN standards [13, 14]. With fi-
nite size codebooks each covering a certain direction, those standards recommend
an exhaustive search over all possible combinations of the transmission and re-

2The complexity will be increased if the beamforming algorithm requires channel state infor-
mation both at the transmitter and at the receiver [85,86].
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ception directions through a sequence of pilot transmissions. The combination of
vectors that maximizes the signal-to-noise ratio is selected for the beamforming.
This procedure alleviates the need for instantaneous CSI, at the expense of a new
alignment-throughput tradeoff [57]. The tradeoff shows that excessively increasing
the codebook size (or equivalently using extremely narrow beams) is not beneficial
in general due to the increased alignment overhead, and there is an optimal code-
book size (optimal beamwidth) at which the tradeoff is optimized. On the negative
side, one RF chain can form only one beam at a time without being able to multi-
plex within the beam, implying that this architecture provides only directivity gain.
For narrow beam operation, pure analog beamforming requires several RF chains
to serve UEs that are separated geographically. This diminishes the advantages of
this architecture such as low complexity and low power consumption.

Hybrid beamforming

A promising architecture for mmWave cellular networks is a two-stage hybrid digital-
analog beamforming procedure, allowing the use of a very large number of antennas
with a limited number of RF chains [29–31]. With the hybrid solution, digital pre-
coding is applied for the effective channel consisting of the analog beamforming
weights and the actual channel matrix, see Figure A.1(b). Analog beamforming
provides spatial division and directivity gains, which can be used to compensate
the severe channel attenuation, by directing the transmitted signal toward different
sectors. Furthermore, digital beamforming may be used to reduce intra-sector inter-
ference and provide multiplexing gain using CSI of an effective channel with much
smaller dimension. Exploiting the sparse-scattering nature of mmWave channels,
the complexity of hybrid beamforming design can be further reduced [27, 32, 78].
The analysis of [32] shows that, in a single user MIMO system, hybrid beamform-
ing can almost achieve the throughput performance of a fully digital beamforming
with 8 to 16 times fewer RF chains, leading to greatly reduced energy consumption
and processing overhead with a negligible performance drop. However, analysis and
optimization of the the tradeoff between the number of employed RF chains and
the achievable network throughput in multiuser MIMO system and in the presence
of CSI errors in wideband mmWave systems requires further research, see [33, 87]
and the references therein. In Sections A.4 and A.5, we will discuss this tradeoff
and show how the hybrid beamforming architecture interplays with handover and
scheduling decisions.

A.3 Realization of Physical Control Channels

A.3.1 Essential Tradeoffs
Reliable control channels are essential for synchronization, cell search, user asso-
ciation, channel estimation, coherent demodulation, beamforming procedures, and
scheduling grant notifications, as well as multi-antenna transmission and reception
configuration. While control channels are defined as logical channels, they have
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to be mapped to some physical channels to be transmitted over the radio inter-
face, thus the special characteristics of mmWave bands affect the control channel
performance from several aspects. In particular, two types of tradeoffs arise when
realizing a physical control channel (PHY-CC), namely fall-back and directionality
tradeoffs, which do not exist in traditional cellular networks on microwave bands,
see Figure A.2.

The fall-back tradeoff is the tradeoff between sending control messages over
microwave or mmWave frequencies. While realizing a PHY-CC in mmWave bands
enables the use of a single transceiver, the established channel is subject to high
attenuation and blockage. On the other hand, a microwave PHY-CC facilitates
broadcasting and network synchronization due to larger coverage and higher link
stability compared to its mmWave counterpart, as will be discussed in Section A.4.1,
at the expense of higher hardware complexity and energy consumption, since a
dedicated transceiver should be tuned on the microwave PHY-CC.

The directionality tradeoff, from another perspective, refers to the option of
establishing a PHY-CC in omnidirectional, semi-directional, or fully-directional
communication modes. Although an omnidirectional PHY-CC has a shorter com-
munication range, all devices within that range can receive the control messages
without any deafness problem. The semi-directional option increases the transmis-
sion range, while introducing less interference to the network. However, mitigating
the deafness problem in this case may require a spatial search that introduces extra
delay. Finally, the fully-directional communication mode further increases coverage
and decreases the interference caused to the network at the expense of even higher
spatial search overhead.3

To have a better sense of the interplay between directionality and transmission
range, we consider the simple distance-dependent path-loss model of [19, Equa-
tion (1)]. Fixing transmission power and required SNR at the UE, we depict in
Figure A.3 the coverage enhancement factor in the downlink as a function of the
combined directivity gains of the transmitter and receiver for three attenuation
scenarios (good, fair, and severe attenuation). From Figure A.3, with a path-loss
exponent of 3, a semi-directional communication with 16 dBi directivity gain in-
creases the communication range roughly by a factor of 3.5 compared to omnidirec-
tional communication. More interestingly, fully-directional communication further
enhances the coverage gain to a factor of 10 with only 30 dBi transmitter and
receiver combined gains, which can be readily achieved in practice.4. This means
that we need to have up to 100 BSs with omnidirectional communications to cover
an area that one BS with fully-directional communication can cover by itself. The

3Alternatively, we can increase the transmission range of omnidirectional communication in
the mmWave bands by using lower-rate or more efficient coding techniques [53].

4Note that a 16 dBi gain at the transmitter and a 14 dBi gain at the receiver, which yield a
30 dBi combined gain, can be achieved by adopting 3D beams with 32° horizontal and vertical
half power beamwidths at the transmitter and 40° at the receiver, respectively, see [88, p. 1402]
Reducing half power beamwidths to 10°, the directivity gain increases to 25 dBi, providing 50 dBi
combined gains, which is already being used for mmWave channel measurements in New York
City [19].
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Control plane in microwave band

Control plane in mmWave band

(a)

(b)

Figure A.2: Fall-back and directionality tradeoffs in realizing a PHY-CC. Microwave
bands provide a reliable channel with much larger coverage compared to mmWave
channels (a). Directional control channel increases coverage and may provide more
efficient PHY-CC (in terms of energy and spectral efficiency) at the expense of extra
spatial search (b). Different options of realizing a PHY-CC are various combinations
of these tradeoffs.

coverage gain will be reduced as the attenuation factor increases, however even
in a severely attenuated outdoor propagation environment (path-loss exponent 5),
the coverage gain is still quite significant (2 and 4 with semi- and fully-directional
communications, respectively). This significant gain comes at the expense of the
alignment overhead [57], characterized in detail in Appendix A.
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Figure A.3: Coverage gain against directivity gain for target SNR of 10 dB at the
receiver and 15 dBm transmission power. The left vertical dashed line corresponds
to a semi-directional communication with 16 dBi directivity gain at the BS. The
right vertical dashed line corresponds to a fully-directional communication with
16 dBi and 14 dBi directivity gains at the BS and UE, respectively. Directional
communications substantially increase transmission range, as expected.

A.3.2 Available Options and Design Aspects
The identified tradeoffs lead to multiple options for realizing PHY-CC, which are
analyzed in the sequel.

• (Option 1) Omnidirectional-mmWave: This option can provide a ubiquitous
control plane but only in short range, which may be useful for broadcast-
ing/multicasting inside small cells. However, this channel is subject to mmWave
link instability, demanding the use of very robust coding and modulation
schemes. More importantly, this option entails a mismatch between the trans-
mission ranges of control and data channels due to the much higher directivity
gains of the latter. This limits the applicability of omnidirectional mmWave
PHY-CC, as will be discussed further in Section A.4.1.

• (Option 2) Semi-directional-mmWave: This option realizes a more selective
PHY-CC in the spatial domain, increasing spectral and energy efficiency in
the control plane. It is useful for multicasting inside small cells. The semi-
directional-mmWave PHY-CC increases the protocol complexity for solving
blockage and deafness problems. It can also be used for a feedback channel
such as in hybrid automatic repeat request (HARQ), where the alignment
phase has been conducted during the data channel establishment. Similarly,
it is advantageous for realizing uplink/downlink shared (with data) and ded-
icated PHY-CCs, wherein user specific reference signals are transmitted for
channel estimation and coherent demodulation.
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• (Option 3) Fully-directional-mmWave: This option demands a good align-
ment between the BS and UE, with a minimal use of the spatial resources.
Therefore, this option may be the best choice for HARQ feedback channel
and uplink/downlink shared and dedicated PHY-CCs. It reduces the need for
alignment overhead from two (one for control channel and one for data chan-
nel) to one (for both control and data channels), further improving spectral
and energy efficiencies.

• (Option 4) Omnidirectional-microwave: This option offers statistically larger
range that is more stable in time than its mmWave counterparts. This option
was first introduced in the soft cell [80] and phantom cell [82] concepts, where
the control plane is provided by a macrocell BS, whereas microcell BSs are
responsible for providing only the data plane. Apart from being suboptimal in
terms of energy efficiency, it is also not necessarily the best option for all types
of PHY-CC such as HARQ feedback channel. Furthermore, transmissions in a
microwave band cannot provide accurate information for estimating the DoA
in the mmWave band due to different propagation characteristics. This hinders
the applicability of this option for spatial synchronization and cell search
procedures of mmWave cellular networks, as will be discussed in Section A.4.1.

In addition to these four options, a control channel can be established with the
hierarchical use of several options, which is illustrated through the design of a novel
two-step synchronization procedure in Section A.4.2.

In order to quantitatively compare the different PHY-CC options, we simulate
a network with a random number of BSs. We consider a typical UE at the origin
and evaluate the performance metric from its perspective, thanks to Slivnyak’s
Theorem [89, Theorem 8.1] applied to Poisson point processes. We assume that
the typical UE can receive strong signals only from BSs with LoS conditions (in
short LoS BSs). Further, we assume that the number of LoS BSs is a Poisson
random variable with a density that depends on the transmission power of the BSs,
the minimum required SNR at the UE side, the operating beamwidth θ, and the
blockage model, see Appendix A. The LoS BSs are uniformly distributed in a 2D
plane. In the semi-directional option, only the BSs operate in the directional mode
with beamwidth θ, whereas the typical UE operates with beamwidth θ only in the
fully-directional mode (option 3). The bandwidth of the control channel is 50 KHz,
so the noise power is −127 dBm, the SNR threshold of the typical UE is 0 dB, and
all BSs adopt a transmission power of 30 dBm, which can be employed even by low
power BSs using power boosting to ensure appropriate control plane coverage [90].
At the MAC layer, the beamforming is represented by using an ideal sector antenna
pattern [48,91,92], where the directivity gain is a constant for all angles in the main
lobe and equal to a smaller constant in the side lobe. These constant values depend
on the operating beamwidth, see Equation (A.6) in Appendix A. We use this model
in Appendix A to characterize the spatial search overhead and delay in receiving
control signals, imposed by options 2 and 3.

Figure A.4(a) shows the percentage of the areas that cannot be covered by the
BSs (with SNR threshold 0 dB) for different PHY-CC options versus the density
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of LoS BSs. Not surprisingly, for a given density of BSs, the coverage of option
1 is substantially lower than that of other options, due to the lack of directivity
gain. In particular, for 1 LoS BS in a 250x250 m2 area with path-loss exponent
α = 3, options 1, 2, and 3 cover 63.6%, 99.9%, and 100% of the area, respectively.
A more sparse BS deployment highlights the benefit of having directivity gain both
at the BS and at the UE. For instance, with LoS BS density of 2× 10−6 (1 BS in a
700x700 m2 area), option 3 can cover 99.8% of the area, whereas option 2 can only
support 60% of the area when α = 3. The extra coverage appears at the expense of
more complicated alignment between the BS and the UE, as discussed in the next
section. A higher attenuation α = 3.5 demands a denser BS deployment for the
same coverage probability. Moreover, we can see that the coverage probability is
an exponential function of the BS density, as also observed in [93] [94] for wireless
sensor networks.

Figure A.4(b) demonstrates the impact of the operating beamwidth, and conse-
quently the directivity gain, on the coverage probability with α = 3 and BS density
10−5. Increasing θ reduces the coverage monotonically due to the reduced directivity
gain. This reduction is more severe at 72 GHz, implying that a higher directionality
level is required at 72 GHz to compensate for the higher channel attenuation and
provide the same coverage as at 28 GHz. Recall that we depict coverage of the
PHY-CC with an SNR threshold of 0 dB. Increasing the SNR threshold leads to
a corresponding coverage reduction. With SNR threshold 10 dB, for instance, the
coverage for the three options at 28 GHz would be close to the curves for 72 GHz
with SNR threshold 0 dB in Figure A.4(b), so we omit the former for the sake of
clarity in the figure.

Figure A.4(c) shows the minimum BS density per square meter required to en-
sure 97% coverage of the control channel as a function of the operating beamwidth.
To support 97% coverage level, Option 1 requires ultra dense LoS BS density of
5 × 10−3 (1 LoS BS in a 14x14 m2 area), while Options 2 and 3 may require sub-
stantially fewer BSs. For instance, with θ = 30°, Options 2 and 3 require 1 LoS BS
in a 31x31 m2 area and 1 LoS BS in a 75x75 m2 area, respectively.

A.4 Initial Access and Mobility Management

Initial access and mobility management are fundamental MAC layer functions that
specify how a UE should connect to the network and preserve its connectivity. In
this section, we identify the main differences and highlight important design aspects
of initial access that should be considered in mmWave cellular networks using an
illustrative example, depicted in Figure A.5. In the example, we have a macrocell
with three microcells, two UEs, and one obstacle. UE1 aims at running an initial
access procedure, whereas UE2 requires multiple handovers. Note that coverage
boundaries and possible serving regions of the BSs, shown by dashed lines, do not
necessarily follow regular shapes due to randomly located obstacles and reflectors.
However, for the sake of simplicity, we neglect this aspect in the figure.
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Figure A.4: Coverage probability for different options of realizing a PHY-CC. α is
the path-loss exponent. Operating beamwidth in (a) is 20°. BS density in (b) is
10−5 per square meter. Coverage level in (c) is 97%.

A.4.1 Fundamentals of Initial Access
Once a new UE appears for the very first time, it will start the initial synchro-
nization process, followed by extraction of system information. Then, it executes a
random access procedure by which the network registers the UE as active. After
these initial access procedures, the UE is connected to the data plane, and is able
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BS1
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UE1Obstacle

BS2

Figure A.5: Initial access and mobility management in mmWave cellular networks.
UE1 starts the initial access procedure, and UE2 requires handover. Dashed lines
show coverage boundaries (idealized to ease the discussion).

to transmit and receive actual data.

Synchronization and Cell Search

In LTE systems, acquiring time-frequency domain synchronization during cell search
is facilitated by the so-called primary and secondary synchronization signals, trans-
mitted omnidirectionally in the downlink [95]. Each UE in the cell is aware a priori
of when and where the synchronization control channel is, and thereby can extract
synchronization signals along with cell identity. Hence, current cellular networks
use beamforming only after omnidirectional synchronization and cell search proce-
dure. However, as pointed out in [96], performing cell search on an omnidirectional
PHY-CC (option 1) while having directivity gain in data transmission causes a
mismatch between the ranges at which a link with reasonable data rate can be
established and the range at which a broadcast synchronization signal along with
cell identity can be detected, known as the problem of asymmetry in gain in ad hoc
networks [53,97]. For the example considered in Figure A.3, the data range can be
at least 4 times larger than the synchronization range with only 30 dBi combined
directivity gains even in a severely attenuated propagation environment. There-
fore, option 1 does not seem a proper candidate for initial cell search procedure.
Moreover, the synchronization signals over a microwave band (option 4) cannot pro-
vide sufficient information to extract spatial synchronization in the mmWave band
due to different propagation characteristics. Thus, a fully-directional data plane
demands a directional synchronization and cell search procedure in the mmWave
band using options 2 or 3. These options, however, are subject to the directionality
tradeoff, mentioned in Section A.3.1. They require spatial search that may cause



A.4. Initial Access and Mobility Management 43

extra delay in obtaining system information at initial cell search. We evaluate the
delay characteristics of options 2 and 3 in Section A.4.2, after proposing a two-step
synchronization procedure, and in Appendix A.

Extraction of System Information

System information includes cell configurations such as downlink and uplink band-
width, frequency band, number of transmit antennas, cell identity, and random
access procedure. LTE embeds system information in the so-called master and sys-
tem information blocks that are transmitted in the physical broadcast channel,
dedicated to control signaling, and physical downlink shared channel, respectively.
While dedicated control channels can be established with omnidirectional commu-
nications, a UE still needs to decode a directional shared channel to extract system
information in a mmWave cellular network. This is a fundamental MAC layer issue,
which is not a problem in microwave cellular networks, as all the rendezvous signal-
ing is done over omnidirectional control channels (option 4). Determining the exact
information that should be transmitted over an omnidirectional control channel at
microwave frequencies and a directional control channel at mmWave frequencies
depends heavily on the initial access procedure. In Section A.4.2, we provide pre-
liminary suggestions for an initial access procedure for mmWave cellular networks.

Random Access

At the very beginning, a UE has no reserved channel to communicate with the BS(s),
and can send a channel reservation request using contention-based or contention-free
channel access. The contention-based requests, however, may collide due to simulta-
neous transmissions in the same cell, or not be received due to deafness. The compre-
hensive analysis of [69] shows that small to modest size mmWave networks operating
with the slotted ALOHA protocol (a simple contention-based strategy) have a very
small collision probability. In the contention-free scheme, the network defines and
broadcasts multiple access signals that uniquely poll the individual UEs to avoid
collisions. These signals should have spatial scheduling information to avoid deaf-
ness. Upon decoding a signal, each UE knows its uplink parameters: analog beam,
random access preamble, and allocated resource for transmission of the preamble.
Embedding all this information a priori is a challenging task especially due to the
lack of spatial synchronization at the very beginning. As transmission and reception
beamwidths become narrower, a reduced contention level makes contention-based
procedures more justifiable than complex and wasteful contention-free ones [98].

In the contention-based random access procedure of LTE, a UE triggers a timer
after sending a preamble, and if no response is received from the BS, it retransmits
the preamble with an increased transmission power and/or after a random waiting
(backoff) time. In a mmWave cellular network, the deafness problem cannot be
solved by increasing the transmission power or waiting for a random backoff time.
A UE may unnecessarily undergo multiple subsequent backoff executions in the
deafness condition, resulting in a prolonged backoff time [83]. To solve this issue,
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[83] introduces a novel MAC level collision-notification (CN) signal to distinguish
collisions from deafness and blockage. During the spatial search, if a BS receives
energy from a direction that is not decodable due to collisions, it sends back a
CN message in that direction.5 After transmitting a preamble, a UE will adopt
one of the following three actions depending on the received control signal: (1) if
a reservation grant is received before timeout, it starts transmission; (2) if a CN
message is received before timeout, this is an indicator for contention in that spatial
direction, hence retransmission after backoff is used; (3) if no signal is received
before timeout, the UE knows that there is either deafness or blockage in this
directed spatial channel, so it tries to investigate another direction or adjust the
transmission beamwidth instead of executing an unnecessary backoff.

A.4.2 Two-step Synchronization and Initial Access
In this section, we utilize directional cell search and suggest a two-step synchro-
nization procedure, followed by extraction of system information and random access
procedures. In the first step, the macrocell BS broadcasts periodic time-frequency
synchronization signals over an omnidirectional microwave control channel (option
4). When a new entity (either a UE or a microcell BS) turns on its radios, it
first looks at the omnidirectional synchronization control channel, trying to de-
tect the time-frequency synchronization signals. Here, the existing synchronization
signals and procedure of LTE may be reused. After the first step, all entities in
the macrocell, including microcell BSs and UEs, will be synchronized in time and
frequency.6 Moreover, the macrocell BS embeds some information about the cell
in these time-frequency synchronization signals, for instance, its ID. In the second
step, the microcell BSs perform a periodic spatial search using a sequence of pilot
transmissions at mmWave frequencies. Upon receiving a pilot, the UE finds the
remaining system information along with a coarse estimation of DoA, thanks to
its multiple antennas. In this direction, the UE feeds back a preamble in a prede-
termined part of the time-frequency domain for which the corresponding microcell
BS is receiving preambles. Note that the second phase can be initiated in semi-
or fully-directional mode, leading to smaller collision probability compared to the
omnidirectional case. The proposed two-step procedure enables us to support both
cell-centric and UE-centric designs. In the former, the BSs periodically initiate both
steps of the procedure, similar to existing cellular networks. In the latter, the sec-
ond step (spatial synchronization) is triggered by the UE (on-demand), instead of
the network.

In Appendix A, we have characterized the delay performance of spatial syn-
chronization for options 2 and 3. We consider the same model for LoS BSs, whose

5Note that the energy that a BS will receive in a collision state with multiple received signals is
substantially different from that in the deafness state with no received signal. Therefore, a simple
hard decision based on the received energy (energy detector) would be enough to distinguish
collisions from deafness.

6Some mapping, which may be as simple as some scalars, is necessary to map time-frequency
synchronization in microwave band into mmWave band.
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synchronization pilots can be received by a typical UE, with the same initial pa-
rameters as in Section A.3.2. Individually, every microcell BS divides a 2D space
into Ns = d2π/θe sectors, sorts them in a random order, and sends synchronization
pilots toward sectors sequentially, that is, one sector per epoch. Upon receiving a
pilot with high enough SNR, the UE extracts DoA along with other system infor-
mation. Figure A.6(a) shows the average number of epochs required for discovering
the UE for semi- and fully-directional options as a function of LoS BS density per
square meter. The spatial search overhead for the semi-directional option is always
less than that for the fully-directional one, as predicted by Remark A.6.5 in Ap-
pendix A. For a very sparse deployment of the BSs, for instance, one every 9 square
kilometers, the delay performance of both options converges to (d2π/θe + 1)/2,
as predicted by Remark A.6.6. Moreover, increasing the beamwidth reduces the
spatial search overhead in both options, at the expense of a smaller coverage and
lower number of discovered UEs, see Figure A.4. Note that we have assumed a
delay constraint for the synchronization procedure, thus some UEs may not have
enough time to accumulate enough energy to detect the synchronization signal,
and will therefore be in outage. Among those that can be discovered, however, the
semi-directional option (or in general higher θ) offers less spatial search complexity
than the fully-directional option, as verified by Figure A.6(a). It is important to
see whether the performance enhancement in spatial search is significant when we
consider the substantial coverage reduction of the semi-directional option. With a
LoS BS density of 10−5 (dense BS deployment), the enhancement of spatial search
overhead due to the semi-directional option is less than 1 epoch on average, whereas
it provides 10% less coverage compared to a fully-directional option with θ = 60°,
see Figure A.4(b). Altogether, we can conclude that option 3 may provide a bet-
ter solution when we consider both coverage and spatial search overhead. Another
point from the figure is that increasing the path-loss exponent, with a fixed density
of LoS BSs per square meter, implies that fewer BSs can participate in discovering
the typical UE, as the pilots of the others cannot meet the SNR threshold of the
UE. Therefore, discovering the UE requires more effort (epochs), as a compensation
for fewer LoS BSs.

Figure A.6(b) shows the minimum number of epochs required to guarantee
discovery of a typical UE with probability µ with LoS BS density of 1 BS in a
100x100 m2 area, see Remark A.6.4 in Appendix A. Full directionality (option 3)
requires more epochs than semi-directionality (option 2) to guarantee a minimum
discovery probability, as it has smaller search space per epoch. Increasing the search
space per epoch of the fully-directional option reduces the performance difference
with the semi-directional option, as can be verified by comparing the θ = 20° and
θ = 60° curves. On the other hand, the difference increases as the number of LoS
BSs used to discover a UE increases, e.g., due to favorable propagation (α = 3).
Note that all curves refer to a dense deployment with 1 LoS BS in a 100x100 m2

area. For the case of 1 LoS BS in a 200x200 m2 area, which is omitted for the
sake of clarity, the curves for α = 3, θ = 60° will be very close to α = 3.5, θ = 60°
in Figure A.6(b), making the enhancement of semi-directionality negligible. The
figure also shows that both options need more epochs to discover the typical UE as
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Figure A.6: Upper bound on the complexity of spatial synchronization given that a
UE can receive synchronization pilots with high enough SNR: (a) Average number
of epochs for discovering a UE, and (b) minimum number of epochs to guarantee
discovering a UE with probability µ. Semi-directional marginally outperforms the
fully-directional option in both metrics.

µ increases, however the rate of such increment is not linear. That is, both options
require searching over all Ns = 18 sectors for α = 3.5, θ = 20°, and all Ns = 6
sectors for α = 3.5, θ = 60°, to guarantee a minimum discovering probability of
0.99. From this perspective, option 2 has no advantage over option 3, emphasizing
the previous conclusion. Instead of using option 2, we may optimize the operation of
option 3 by selecting a proper θ that reduces the spatial search overhead (in terms
of both performance metrics depicted in Figure A.6) whilst providing a minimum
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level of coverage.

A.4.3 Mobility Management and Handover

The suppression of interference in mmWave systems with pencil-beam operation
comes at the expense of more complicated mobility management and handover
strategies. Frequent handover, even for fixed UEs, is a potential drawback of mmWave
systems due to their vulnerability to random obstacles, which is not the case in LTE.
Dense deployments of short range BSs, as foreseen in mmWave cellular networks,
may exacerbate frequent handovers between adjacent BSs [99], if only the received
signal strength indicator (RSSI) is used as a reassociation metric. Loss of precise
beamforming information due to channel change is another criterion for handover
and reassociation, since the acquisition of that information is almost equivalent to
making a handover. For the example of Figure A.5, UE2 requires two subsequent
handovers; one due to a temporary obstacle and the other due to the increased
distance from BS2. Every handover may entail a spatial synchronization overhead,
characterized in Figure A.6 and in Appendix A.

To avoid frequent handovers and reduce the overhead/delay of reassociation, the
network should find several BSs for every UE. The cooperation among a UE, the as-
sociated BSs, and the macrocell BS can provide smooth seamless handover through
efficient beam-tracking [100] and finding alternative directed spatial channels in
case of blockage. Here, two scenarios are foreseeable. A UE may adopt multi-beam
transmissions toward several base (relay) stations, so it will receive data from sev-
eral directions at the same time, but with a corresponding SNR loss for each beam,
if we consider a fixed total power budget. For the example considered in Figure A.5,
smooth handover, robustness to blockage, and continuous connectivity is available
if UE2 is served by both BS2 and BS3. The price, however, is a 3 dB SNR loss
for each beam, on average, as well as the need for cooperation and joint scheduling
between BS2 and BS3 for serving UE2. Alternatively, a UE may be associated to
several base (relay) stations, but only one of them is the serving BS whereas the
others are used as backup. This scenario mitigates joint scheduling requirements.
Besides, backup connections enable switching without extra delay if the alignment
and association to backup BSs are done periodically. In light of a user-centric de-
sign, the macrocell BS can record all connections of UE2, predict its mobility, give
neighboring BSs some side information indicating when UE2 is about to make a
handover, so they can better calibrate the directed channel and be ready for han-
dover. Altogether, UE2 is served by either BS2 or BS3, however it is connected to
both BSs for fast switch operation.

To facilitate handover negotiations, a reliable PHY-CC in the microwave band
(option 4) seems an appropriate choice. Periodic connection checks between UEs
and associated BSs can be done using more efficient PHY-CCs such as option 3.
Table A.3 summarizes the pros and cons of different realizations of the control
channel with possible application areas.
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A.5 Resource Allocation and Interference Management

In order to leverage the special propagation characteristics and hardware require-
ments of mmWave systems, we suggest to migrate from the current interference-
limited to a noise-limited architecture, from the current static to a dynamic cell
definition, and from the current cell-centric to a user-centric design, all made pos-
sible under a proper software defined wireless network.

A.5.1 Channelization

A key decision in MAC layer design is how to divide the physical resources in
smaller units, called resource blocks. Although LTE defines a resource block as a
portion of the time-frequency domain, directional transmission in mmWave cellular
networks motivates to supplement the definition of resource block with a spatial
dimension, leading to a block in the time-frequency-space domain. Proper utiliza-
tion of such a resource block with a digital beamforming procedure requires precise
CSI, imposing a large complexity during the pilot transmission phase, as stated in
Section A.2.3. Instead, a hybrid beamforming technique provides a promising low
overhead solution. Defining a group as a set of UEs that are non-distinguishable in
the transmitted beam, the BS groups UEs together with one analog beamformer,
as shown in Figure A.7(b), and serves every group with one analog beamforming
vector [101]. Clearly, a macro BS can also group micro BSs and serve them together
using a mmWave wireless backhaul link (in-band backhauling [102]). In fact, the
analog beamformer partially realizes the spatial part of the new three dimensional
resource blocks. Digital beamforming provides further spatial gain by multiplexing
within a group, which is affordable due to a substantial reduction in the dimension
of the effective channel, that is, the channel from a digital beamformer perspec-
tive [101].

A.5.2 Scheduling

The time-frequency-space resources with narrow-beam operation allow a large num-
ber of concurrent transmissions and thus a high area spectral efficiency, measured
in bit/s/Hz/m2. In the following, we discuss scheduling based on the hybrid beam-
forming structure, and leave the full digital beamforming option for future studies.
Depending on the directionality level, three scheduling scenarios are foreseeable,
see Figure A.7. In order to have insights and an illustrative comparison among dif-
ferent scenarios, and with no loss in generality, we elaborate on an example with
the following assumptions: (1) the BS has 60 resource blocks in a slot, (2) there is
no multiplexing inside a beam, (3) there is no inter-cell interference, (4) all UEs
receive the same number of resource blocks (max-min scheduling), and (5) the base
and relay stations have 4 RF chains (analog beams) each.
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Figure A.7: Scheduling scenarios in mmWave cellular networks: (a) traditional
time-frequency-dependent scheduling, (b) time-frequency-space-dependent schedul-
ing using semi-directional communications, (c) time-frequency-space-dependent
scheduling using semi-directional communications and relay stations, (d) time-
frequency-space-dependent scheduling using fully-directional communications. The
network throughput in scenarios (a) to (d) is 60, 120, 120, and 240 resource blocks,
respectively.

Omnidirectional communications

Traditionally, the scheduling procedure in cellular networks is designed based on the
assumption of omnidirectional communication, which leads to an orthogonal use of
time-frequency resource blocks through time-frequency-dependent scheduling inside
a cell. The multiplexing gain, which depends on the channel rank, further increases
the spectral efficiency, see Figure A.7(a). The elementary directional communication
capabilities with a limited number of antennas, as in LTE, are not applicable to
mmWave networks due to the large number of antennas both at the BS and at
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the UEs. For the example considered, the BS (together with the relay station) can
inject up to 60 resource blocks per slot in the cell, which is the maximum achievable
network throughput. Considering 10 single antenna UEs in the cell, each UE can
receive up to 6 resource blocks.

Semi-directional communications

Considering a large number of antennas, with a limited number of RF chains, the
BS can group UEs together based on the second order statistics of the channel
and serve every group of UEs that have similar covariance matrix with one analog
beamforming vector [101,103]. To reuse time-frequency resource blocks for different
groups, made by different analog beamformers, one needs a time-frequency-space-
dependent scheduling. Hence, the design of analog beamformers is a fundamental
MAC layer problem, since analog beamforming vectors are spatial resources that
should be allocated to UEs together with time and frequency resources. However, we
may have different time horizons over which spatial and time-frequency resources
should be scheduled. Time-frequency scheduling should be recalculated after every
channel coherence time and bandwidth, whereas spatial scheduling may be recal-
culated after a meaningful change in the covariance matrix of the channel, which is
less frequent compared to the former. We use this property in the next subsections.

The new scheduling decisions may be complicated due to the complex inter-
play between different groups. A UE may belong to several groups in order to in-
crease connection robustness to the blockages and provide smooth handover among
groups, for instance, UE1 in Figure A.7(c) is in G2 and G3. In this case, time-
frequency-dependent scheduling inside G2 depends on that of G3, as they have
UE1 in common, demanding cooperation between the BS and the relay station in
serving UE1. In other words, scheduling for G2 is correlated to that of G3. How-
ever, from a spectral efficiency perspective, decorrelating different groups increases
the reuse factor footnoteThe spatial reuse can be improved both in the sense that
more BSs can be active simultaneously and in the sense that one BS can use more
beams. The former is clear from Figure A.7(c). For the latter, replacing the relay
station with a reflector, the BS serves G3 using a new beam, pointed toward the
reflector. thereby enhancing spectral efficiency. This introduces a tradeoff between
connection robustness and spectral efficiency, which is affected by the number of
groups, i.e., the available degrees of freedom. Note that with single antenna UEs
(semi-directional communication scenario), there is a one-to-one mapping between
being spatially close to each other and belonging to the same group [101,103,104].
Therefore, the number of groups is dictated by two factors: (1) the number of RF
chains and (2) the number of colocated UEs (UE clusters). While the former is a
fundamental constraint, the latter can be relaxed if we incorporate fully-directional
communications, since multiple antennas at the UEs enable control of the grouping
from the UEs sides.

In the example, the BS can reuse all 60 resource blocks for G1 and G2. For the
groupings depicted in Figs. A.7b and A.7c and without multiplexing gain inside
groups, the network throughput is 120 resource blocks due to the spatial division
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gain at the BS side, which is twice that with omnidirectional communications. Each
single-antenna UE in G1 and G2 (G3) receives 15 and 10 resource blocks, respec-
tively. Clearly, even though fairness is ensured per group, it has been violated at
the macro level, due to the geographical (spatial) distribution of the UEs. There-
fore, spatial grouping may violate fairness, even though it can potentially increase
network throughput. The use of reflectors and relay stations is instrumental to
form new groups and attain a good tradeoff among throughput enhancement, fair
scheduling, and high connection robustness.

Fully-directional communications

The existence of multiple antennas at the UEs promises spatial division gains at
the UEs, which substantially increases the degrees of freedom compared to the
semi-directional communication scenario where such a gain is available only at one
entity of the network, the BS. The degrees of freedom can be further increased by
envisioning multi-beam operation ability at the UEs [105].7

Managing the beamforming capabilities of the UEs, the BS can manipulate the
effective channel that it will observe and make it a proper channel for scheduling
purposes.8 The notion of grouping needs an extension to include the impact of
multiple antenna processing capabilities at the UEs. Colocated UEs do not neces-
sarily belong to the same group, as they can match their beams to different beams
offered by the BS (or different BSs) and be served in different groups by different
analog beamformers. In Figure A.7(d), for instance, fully-directional communica-
tion makes G2 and G3 uncorrelated if UE1 points toward the BS and UE2 uses
a beam toward the relay station, even though UE1 and UE2 are still colocated.
This implies that all time-frequency resource blocks of G2 can be reused inside G3
without any joint scheduling. Moreover, UEs of G1 can be served separately due to
spatial division gain at the UEs. With proper scheduling, the number of RF chains
in the network infrastructure (base/relay stations) will be the only limiting factor,
reflecting a tradeoff between hardware cost and achievable spectral efficiency. For
dense BS deployment, capacity enhancement can be easily achieved by adding more
RF chains, rather than more BSs. Hence, proper scheduling algorithms for mmWave
cellular networks should be scalable with respect to the number of RF chains.

In the example, the BS can make four groups (three UEs and one relay sta-
tion), and the relay station serves only UE2 (5 groups in total). The BS together
with the relay station can reuse all 60 resource blocks for every multi-antenna UE.
The network throughput is 240 resource blocks, twice that with semi-directional
communications. This is due to spatial division gain at the multi-antenna UEs and
no extra hardware complexity at the BS. Another important note is that the in-
creased degrees of freedom in grouping have solved the above unfairness in the

7Multi-beam operation enables coherent combining of the strongest signals received from sev-
eral distinct spatially-pointed beams at the UE. This coherent combination can give up to 24 dB
link budget improvement at 28 GHz [105].

8The word “proper channel” is intentionally left fuzzy, since it depends on the ultimate goal
of the beamforming at the BS, which may not be the same in all situations.
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resource allocation, even though the UEs are still colocated. In Appendix B, we
formulate an optimization problem for resource allocation in order to improve the
throughput-fairness tradeoff with a minimum QoS level guarantees.

A.5.3 Interference Management
In general, there are three types of interference that should be managed:

Intra-cell Interference

This is the interference among UEs within a cell. Using proper scheduling and
beamforming design, the intra-cell interference can be mitigated. Pencil-beam op-
eration substantially facilitates the intra-cell interference management strategy, due
to spatial orthogonality of the directed channels of different UEs [69]. Intra-group
interference, namely interference among UEs within a group, can be also mitigated
using similar techniques.

Inter-cell Interference

The interference among different cells is called inter-cell interference. It is a chal-
lenge in traditional cellular networks, especially at the cell edges, where the reuse of
the same resource block in adjacent cells causes strong interference. Inter-cell inter-
ference coordination, which is used in LTE, may not be necessary in mmWave cel-
lular networks, since the scheduling based on time-frequency-space resource blocks
along with fully-directional communication inherently significantly reduces the inter-
cell interference, as illustrated in Figure A.1(a). In the case of rare interference, the
UEs/BSs can initiate an on-demand interference management strategy [83]. Also,
proper design of analog beamforming at the transmitter and the receiver can min-
imize inter-group interference.

Inter-layer Interference

It refers to interference among different layers, macro, micro, femto, and pico, which
may be more severe compared to inter-cell interference among cells of the same layer
due to directional communications.

It is worth mentioning that the role of interference is still prominent in omni-
directional control channels, which may need to be used for broadcasting, synchro-
nization, and even channel estimation. This demands careful design of the pilots
and control messages that aim at transmitting in omnidirectional communication
mode to avoid inefficient utilization of the available resources, e.g., see the pilot
contamination problem in massive MIMO [106,107].

A.5.4 Dynamic Cell
Most of the current standards define a cell by the set of UEs that are associated
using a minimum-distance rule, which leads to non-overlapping Voronoi tessella-
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tion of the serving area of every BS, exemplified by the well-known hexagonal
cells [108, 109]. The minimum-distance rule leads to a simple association metric
based on the reference signal received power (RSRP) and RSSI. However, the tra-
ditional RSRP/RSSI-based association may become significantly inefficient in the
presence of non-uniform UE spatial distribution, and of heterogenous BSs with a
different number of antenna elements and different transmission powers [99, 108].
This association entails an unbalanced number of UEs per cell, which limits the
available resources per UE in highly populated cells, irrespective of individual sig-
nal strengths, while wasting them in sparse ones. This is exacerbated by the direc-
tionality in mmWave systems, where the whole system becomes noise-limited, and
it becomes pointless to use an association metric suited for an interference-limited
homogenous system. The main disadvantage of the current static definition of a
cell, as a predetermined geographical area covered by a BS, is that the static cell
formation is independent of the cell load as well as of the UEs’ capabilities.9 In fact,
three parameters should affect cell formation: (i) UE traffic demand, (ii) channel
between UE and BSs, and (iii) BSs loads. Minimum-distance (RSRP/RSSI-based)
association only considers the second parameter, such that reassociation is needed
if this parameter is changed, which is inefficient in mmWave systems [99].

With the massive number of degrees of freedom that fully-directional communi-
cation offers and possible MAC layer analog beamforming, we can define a dynamic
cell as a set of not necessarily colocated UEs that are served by the same analog
beamformer of the BS and dynamically selected to improve some objective func-
tion. Upon any significant fluctuations of the above three parameters, dynamic cell
redefinition may be required. To this end, we need a full database in the macro-
cell BS, recording dynamic cell formations, UEs’ traffic demands, their quality of
service levels, and their connectivity to the neighboring BSs. Depending on the
UEs’ demands, microcell BSs dynamically group UEs together and form new cells
so that (i) individual UE’s demands are met (QoS provisioning), (ii) the trade-
off between macro-level fairness and spectral efficiency is improved, e.g., through
proportional fair resource allocation (network utility maximization), and (iii) ev-
ery UE is categorized in at least two groups, to guarantee robustness to blockage
(connection robustness). Two colocated UEs may belong to two different cells if
their demands cannot be fully served with resource sharing inside a cell and if there
exist proper directed spatial channels to form two independent cells. Moreover,
a new UE is not necessarily served by a geographically close BS, if this violates
the QoS of a UE that is already served by that BS. While serving a UE with a
less-loaded but farther BS is not a good choice in interference-limited traditional
cellular networks, it is feasible (and in fact desirable) in proper resource allocation
based on fully-directional communication. All this may entail a substantial modi-
fication/extension of the methodology of cellular network analysis [89, 109–113] in
general and mmWave cellular networks in particular [48, 67], as the main assump-
tions made in those frameworks of Voronoi serving regions do not hold. The notion
of dynamic cell revolutionizes traditional cell-centric design and introduces a new

9Note that the state-of-the-art soft and phantom cell concepts have these problems as well.
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user-centric design paradigm. This is especially important for uniform quality of
experience provisioning throughout the network, which is one of the main goals in
5G.

In the following, we clarify the dynamic cell concept with an illustrative exam-
ple. Consider a network with four UEs and two microcell BSs. BS1 serves colocated
UE1 and UE2, and BS2 serves colocated UE3 and UE4. Therefore, we have two
cells: one created by UE1 and UE2, and the other by UE3 and UE4. Assume that
the traffic demands of UE1 and UE2 increase so that BS1 is no longer able to serve
them both, while BS2 can serve one of them together with its own UEs. In this
case, BS1 broadcasts a cell redefinition request, and a dynamic cell configuration
reassociates UE2 from the first to the second cell. Now, the first cell contains only
UE1, and the second cell contains UE2, UE3, and UE4.10 The reconfiguration is
done by changing the analog beamforming vectors of the BSs and UEs. The recon-
figuration process can be managed at a macrocell BS that covers both BS1 and BS2,
making the dynamic cell concept compatible with software defined networking and
centralized radio network control [23, 114]. The benefit of dynamic cell formation
depends heavily on the interference level, as pointed out partially in [108]. High di-
rectionality in mmWave systems with pencil-beam operation is a unique advantage,
as microwave networks with omnidirectional operation are interference-limited.

To evaluate the performance gain due to the new degrees of freedom in mmWave
networks, we simulate a network with 2 BSs and 30 UEs, distributed in 1 square
kilometer. We consider a mmWave wireless channel with path-loss exponent α = 3,
and adopt the same initial parameters as in Section A.3.2. In Appendix B, cell for-
mation is posed as an optimization problem aimed to ensure micro- and macro-level
fairness with a predefined minimum rate for every UE. Given a network topology,
the solution of optimization problem (A.9) in Appendix B gives the optimal as-
sociation, resource sharing within every analog beam, operating beamwidths, and
boresight angles of BSs as well as UEs. We conducted 10 experiments to evaluate
the impact of directionality on the network performance in terms of sum rate in
bps/Hz, maximum of the minimum rate of a UE in bps/Hz, and fairness using
Jain’s fairness index [115]. In all the experiments, we considered a summation over
logarithmic functions for the network utility maximization formulated in (A.9) in
Appendix B to guarantee fairness, as pointed out in Proposition A.1 in Appendix B.
Furthermore, we assume that BSs and UEs can respectively make beams as narrow
as 5° and 10°, if required. Experiments 1-3 are done as follows: the network topology
and geometry is fixed, we consider only one RF chain for every UE, the number of
RF chains per BS is varied, and we find the optimal solution of (A.9), which includes
the optimal association. Experiments 4-6 are done as follows: the associations are
fixed to those obtained in experiments 1-3, and we use Remark A.6.7 in Appendix B
to find a sub-optimal solution of optimization problem (A.9) for semi-directional
communications. Finally, in experiments 7-9, we solve optimization problem (A.9)
for semi-directional communications, whose solution includes the optimal associa-

10Note that dynamic cell formation is fundamentally different from reassociation after a han-
dover, as the former may be triggered without any change in the environment due to mobility or
blockage.
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Table A.4: The performance of resource allocation in omni-, semi-, and fully-
directional communications with one RF chain per UE. All rates are measured
in bit/s/Hz.

Experiment
Communication

Mode
# RF chains

per BS
Network
sum rate

Minimum
rate

Jain’s fairness
index

1
Fully-directional

3 151.48 3.76 0.94
2 6 322.74 7.73 0.89
3 12 630.62 12.50 0.92

4

Semi-directional

3 118.34 2.65 0.91
5 6 215.83 0.38 0.67
6 12 501.39 0.41 0.88
7 3 120.46 2.90 0.94
8 6 261.98 3.79 0.71
9 12 422.3 2.62 0.76

10 Omnidirectional 1 5.52 0.06 0.72

tion. The last experiment shows the omnidirectional performance, evaluated using
Remark A.6.8 in Appendix B. For benchmarking purposes, we also show the op-
timal association for one random topology in Figure A.8, where squares represent
BSs, and stars are UEs, solid red lines show association to one RF chain of BS1,
and dashed green lines represent association to one RF chain of BS2. In particular,
Figures A.8(a), (b), (c), and (d) represent the optimal associations for experiments
10, 7, 9, and 3, respectively.

Table A.4 shows the performance in all experiments, averaged over 10 random
topologies. In general, the fully-directional mode outperforms other modes, as di-
rectionality improves the link budget on one side and reduces the interference on
the other. In particular, compared to the omnidirectional mode in experiment 10,
we observe a sum rate enhancement by factors of 113 and 75 in experiments 3
and 9, respectively. These enhancements are even more significant in terms of the
minimum offered spectral efficiency, that is, 207 and 43 times in experiments 3
and 9, compared to experiment 10. Comparing Figure A.8(a) to Figures A.8(c)
and (d), we can see that many UEs have to share the available resources in the om-
nidirectional communication, whereas in the semi- and fully-directional cases they
share the available resources among significantly fewer UEs. Another point is that
the increase of the number of RF chains adds new degrees of freedom, leading to
further improvement in the sum and the minimum rates. For instance, increasing
the number of RF chains by a factor of 4 improves the sum rate performance of
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Figure A.8: Example of the optimal association. Squares represent BSs, and stars
are UEs. (a) omnidirectional communication; (b) semi- and fully-directional com-
munications with 3 RF chains at every BS; (c) semi-directional communication
with 12 RF chains at every BS, and (d) fully-directional communication with 12
RF chains at every BS. Solid red lines show association to one RF chain of BS1.
Dashed green lines represent association to one RF chain of BS2.

the fully-directional mode by a factor of 3.2, while also improving the minimum
achievable rate by a factor of 2.3. Although the optimal resource allocation with
semi-directional communication (experiment 9) experiences a high sum rate gain
(2.5), the minimum rate performance of this mode cannot be further improved by
adding more RF chains, as there are many colocated UEs served with the same
analog beam. In this case, adding new degrees of freedom at the BSs (new RF
chains) may not help as the system approaches its maximum limit. However, the
fully-directional option leverages the beamforming capabilities of the UEs to ma-
nipulate the effective channel, thus improving the maximum limit, and serves even
colocated UEs simultaneously with different analog beams transmitted from differ-
ent directions, see Figure A.8(d). This reduces the number of UEs that share the
resources of any given analog beam, improving both the network sum rate and the
UEs’ minimum rate. We verify the claim above on Figure A.8. With 3 RF chains
per BS, the optimal association for both semi- and fully-directional communica-
tions are the same, as shown in Figure A.8(c). By increasing the number of RF
chains per BS to 12, the semi-directional communication can reduce the size of the
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groups of UEs. However, there are still some UEs that are indistinguishable in the
angular domain, and should therefore be served together. This limits the improve-
ment on the UE’s minimum rate. The fully-directional communication mode, from
another perspective, leverages directionality at the UEs, and associates UEs to a
less-loaded RF chain of a preferably closer BS.11 However, some UEs, such as UE3 in
Figure A.8(d) will be associated to a further BS instead of sharing an analog beam
with 4 other UEs as in Figure A.8(c). In addition to more efficient load balancing,
the fully-directional option offers both higher link budget and lower interference.
For instance, UE1 and UE2 in Figure A.8(c) receive a large amount of interference
from BS1, whereas the interference will be almost canceled in the fully-directional
option in Figure A.8(d) due to deafness. Last but not least, the fully-directional
option also outperforms other options in terms of fair resource allocation, as verified
by Jain’s fairness index in Table A.4.

A.6 Concluding Remarks

Millimeter wave (mmWave) communications, as a promising enabler of 5G cellular
networks, offer a significant improvement in area spectral and energy efficiencies.
The main characteristics of a mmWave system are very high attenuation, vulnerabil-
ity to obstacles, sparse-scattering environments, high directionality level, and lim-
ited interference. The mmWave cellular networks are based on different constraints
and degrees of freedom compared to traditional microwave cellular networks and
therefore require fundamental changes in almost all design aspects, especially at
the MAC layer. This paper focused on the changes required at the various MAC
layer functionalities, such as synchronization, random access, handover, channel-
ization, interference management, scheduling, and association. Design aspects, new
challenges, and new tradeoffs were identified, and initial solution approaches, based
on the special characterizes of mmWave systems, were investigated.

There are multiple options to design a physical control channel (PHY-CC) for
mmWave systems. An omnidirectional PHY-CC on microwave bands is an indis-
putable option wherever robustness to deafness, high channel reliability, and long
range are necessary, for instance, in initial access procedures and in coordination
among BSs during handovers. A semi- or fully-directional PHY-CC on mmWave
band is also mandatory to realize directional cell search to alleviate the possible
mismatch between coverage of control and data channels. As some critical proce-
dures in a cellular network, including initial access, need all the above requirements,
we suggested a novel hierarchal architecture for a PHY-CC. The proposed two-step
initial access procedure leverages macro-level coverage and reliability of an omnidi-
rectional PHY-CC on microwave band and efficiency of a directional PHY-CC on
mmWave band to enhance the performance of synchronization. Performance eval-
uations showed that a relatively small number of pilot transmissions guarantees
discovery of a UE with high probability. This number increases with the direc-

11If we add the alignment overhead into the picture, association to a closer less-loaded easy-
to-find BS may be preferable, especially if we have frequent reassociation.
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tionality level, introducing a tradeoff between boosting link budget and reducing
synchronization overhead. Comprehensive performance analysis of different PHY-
CC options is an interesting topic for future studies.

Directional operation with pencil beams, which is mandatory to boost link bud-
get in mmWave band, provides a large number of degrees of freedom to form differ-
ent cells and allocate resources, while significantly simplifying intra- and inter-cell
interference cancelation. As stated in Section A.5.2, leveraging the potential of
mmWave systems to improve the complex tradeoffs among throughput enhance-
ment, fair scheduling, and high connection robustness demands revisiting the cur-
rent interference-limited architecture. An example was provided to highlight that
a proper scheduling with fully-directional communication with a limited number
of RF chains leads to a significant throughput gain over existing omnidirectional
operation, while improving the fairness among the UEs. The performance of both
semi- and fully-directional operations improves with the number of RF chains per
BS, but in a saturating manner. The former generally faces the saturation point for
a small number of RF chains, while the latter will still benefit from having more RF
chains, as new RF chains open new opportunities to redefine cells so as to better
balance the total load of the network. This will lead to a significant improvement
in the network sum rate as well as enhancements in the minimum rate offered to a
UE and in Jain’s fairness index.

Software defined wireless networking as well as relaying techniques must be
considered as primary building blocks in next generation cellular networks for both
access and backhaul, since they can provide more uniform quality of service by of-
fering efficient mobility management, smooth handover operation, load balancing,
and indoor-outdoor coverage. As the system goes to a noise-limited regime, resource
allocation and interference management procedures will be simplified, whereas con-
nection establishment (initial access) and recovery (handover) become complicated.
As recently pointed out, for instance, in [57, 69–74], the noise-limited regime also
facilitates concurrent transmissions and increases the benefits of device-to-device
(D2D) and cognitive communications underlying a cellular networks. At the same
time, a noise-limited system simplifies the required MAC layer intelligence for spec-
trum sharing and inter-network interference avoidance. An interesting topic for fu-
ture studies is in which conditions (for instance, in terms of UE and BS densities,
transmission powers, operating beamwidths, and UE traffic) we are in the noise-
limited regime. The answer to this fundamental question will shed light on the
complexity of various MAC layer functions.

Appendix A: Spatial Search Overhead

In this appendix, we compute an upper bound for the delay of spatial search using
options 2 and 3 of Section A.3.2. To this end, we assume that there are nb BSs
whose pilots can be received with high enough SNR at a typical UE, located at the
origin. The UE and all BSs are aware of the time-frequency portions over which the
directional synchronization pilots are transmitted, thanks to the proposed two-step
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synchronization procedure. All the BSs transmit pilot signals with the same power
p and beamwidth θ. We only consider a 2D plane, so there are Ns = d2π/θe non-
overlapping sectors that a BS should search over to find the typical UE. The upper
bound is set by assuming that each BS randomly selects a new sector, among the
Ns sectors with uniform distribution, to search using pilot transmission. In semi-
directional mode, the UE has omnidirectional reception. In fully-directional mode,
the UE is assumed to listen in one direction while the BSs do the search. A joint
search by UE and BS is left as future work. For the sake of simplicity, we only
count the BSs with LoS links. Thanks to this assumption, we end up with tractable
closed-form expressions that give new insights on the overhead of the spatial search
required by options 2 and 3. Note that we still find an upper bound on the delay
performance, because the UE may receive a pilot of a close NLoS BS, even though
this event does not happen frequently due to very high attenuation with every
obstacle. Supposing that the process of obstacles forms a random shape process,
for instance, a Boolean scheme of rectangles as considered in [51], and under some
further assumptions such as independent blockage events [48], we can assume that
the number of LoS BSs nb is a Poisson random variable with mean ρ, which depends
on the average LoS range of the network [48,51]. Note that ρ is equal to the density
of LoS BSs per square meter, denoted by ρu, times the effective area, whose value
depends on the option chosen to realize the physical control channel and will be
characterized later. Further, the LoS BSs are located uniformly in the 2D plane. In
the following, we compute the probability that the typical UE can be found after
ne epochs of pilot transmission for an arbitrary density of LoS BSs ρ. We then
characterize ρ as a function of the transmission power and beamwidth for both
semi- and fully-directional case.

The UE can be discovered if and only if there is at least one BS, that is, m ≥ 1,
which happens with probability 1 − e−ρ [93]. Under this condition, we denote by
Pr [ne = n, nb = m|m ≥ 1] the joint probability of discovering the typical UE at
epoch n and having m LoS BSs, given m ≥ 1. Pr [nb = m|m ≥ 1] follows a zero-
truncated Poisson distribution [116]. Given m ≥ 1, the UE will be discovered by
epoch n (cumulative distribution function), with probability
Pr [ne ≤ n|nb = m,m ≥ 1], if it falls in at least one of the n sectors that any BS
has investigated. Since each BS chooses uniformly and independently n out of Ns
sectors, we have

Pr [ne ≤ n|nb = m,m ≥ 1] = 1−
(

1− n

Ns

)m
.

The probability mass function is

Pr [ne = n|nb = m,m ≥ 1] =
(

1− n− 1
Ns

)m
−
(

1− n

Ns

)m
for n > 0. Therefore, we can find Pr [ne = n, nb = m|m ≥ 1] for all n,m ≥ 1 as

Pr [ne = n, nb = m|m ≥ 1] =
((

1− n− 1
Ns

)m
−
(

1− n

Ns

)m)
e−ρ

1− e−ρ
ρm

m! , (A.1)



A.6. Appendix A: Spatial Search Overhead 61

and consequently Pr [ne = n|m ≥ 1] as

Pr [ne = n|m ≥ 1] =
∞∑
m=1

Pr [ne = n, nb = m|m ≥ 1]

(A.1)=
∞∑
m=1

((
1− n− 1

Ns

)m
−
(

1− n

Ns

)m)
e−ρ

1− e−ρ
ρm

m!

= e−ρ

1− e−ρ

 ∞∑
m=1

((
1− n−1

Ns

)
ρ
)m

m! −
∞∑
m=1

((
1− n

Ns

)
ρ
)m

m!


(?)= e−ρ

1− e−ρ
(
e(1−n−1

Ns
)ρ − e(1− n

Ns
)ρ
)

= e−nρ/Ns

(
eρ/Ns − 1
1− e−ρ

)
, (A.2)

For (?) in (A.2), we used the Taylor series of the exponential function. Using (A.2),
we can derive closed-form expressions for several interesting performance metrics.
Recalling the assumptions from the beginning of this appendix and observing a UE
that can be discovered, the following remarks hold:
Remark A.6.1. The average number of pilot transmission epochs for discovering
the UE, denoted by Nd, is

Nd =
Ns∑
n=1

nPr [ne = n|m ≥ 1] = eρ/Ns − 1
1− e−ρ

Ns∑
n=1

ne−nρ/Ns

= eρ+ρ/Ns − (Ns + 1) eρ/Ns +Ns

(eρ − 1)
(
eρ/Ns − 1

) . (A.3)

Remark A.6.2. The probability that the UE is discovered within l epochs is

Pr [Discovering a discoverable UE in l epochs] =
l∑

n=1
Pr [ne = n|m ≥ 1]

= eρ − eρ−ρl/Ns

eρ − 1 . (A.4)

Remark A.6.3. The probability that the UE is discovered within Ns = d2π/θe
epochs is 1. To verify, we should simply put n = Ns in (A.4).
Remark A.6.4. Consider Equation (A.4). The minimum number of epochs required
to guarantee discovery of the UE with probability µ is the smallest integer not less
than

Ns −
Ns
ρ

ln (µ+ (1− µ) eρ) . (A.5)
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The last step to find the spatial search overhead is finding the density of the LoS
BSs in semi- and fully-directional scenarios, which requires further assumptions on
the antenna radiation pattern and the channel model.

For analytical tractability, we approximate the actual antenna patterns by a
commonly used sectored antenna model [48,91,92]. This simple model captures the
interplay between directivity gain, which ultimately affects the transmission range
and half-power beamwidth. In an ideal sector antenna pattern, the directivity gain
is constant for all angles in the main lobe and equal to a smaller constant in the
side lobe. That is, {

2π−(2π−θ)ε
θ , in the main lobe

ε , in the side lobe
, (A.6)

where typically ε � 1. The main lobe gain can be derived by fixing the total
radiated power of the antennas over a parameter space of ε and θ. In omnidirectional
operation θ = 2π, and there is no directivity gain.

Similar to [43, 88], we consider a simple distance-dependent attenuation with
path-loss exponent α > 2. This leads to a closed-form expression, based on which
we provide interesting insights.12 The power that the typical UE receives from the
pilot transmission of a LoS BS, located at distance d, is p

(
2π−(2π−θ)ε

θ

) (
λ

4πd
)α

, semi-directional

p
(

2π−(2π−θ)ε
θ

)2 (
λ

4πd
)α

, fully-directional
,

where λ is the wavelength and p is the pilot transmission power. Considering a
minimum required SNR β at the receiver and noise power σ, the typical UE can
receive the synchronization pilot of a LoS BS at maximum distance dmax, where

dmax =


λ

4π

(
p
(

2π−(2π−θ)ε
)

σβθ

)1/α

, semi-directional

λ
4π

(
p
(

2π−(2π−θ)ε
)2

σβθ2

)1/α

, fully-directional
, (A.7)

which can be reduced to

dmax =


λ

4π

(
2πp
σβθ

)1/α
, semi-directional

λ
4π

(
4π2p
σβθ2

)1/α
, fully-directional

(A.8)

as ε→ 0. The density of LoS BSs ρ in (A.5)–(A.1) is essentially equal to the product
of the density of the LoS BSs per square meter, which is an input parameter, and

12Some preliminary results in the presence of Nakagami fading (not presented in this paper)
show that these insights also apply to more general channel models, though the exact expressions
will be different.
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the effective area over which the typical UE can receive a pilot signal with high
enough SNR. In semi-directional communications with omnidirectional UE, the UE
can receive from all directions, hence the effective area is πd2

max, whereas in fully-
directional communications the UE can receive only from LoS BSs located in a
specific circle sector, hence the effective area is θd2

max/2, with dmax given in (A.7)
or (A.8).
Remark A.6.5. Consider the assumptions stated at the beginning of Appendix A.
Consider Equation (A.8). Given that a UE can be discovered, semi-directional PHY-
CC (option 2) requires fewer epochs, on average, for discovering the UE compared
to fully-directional control channel (option 3).

Proof. Let ρ be the density of LoS BSs that can discover the typical UE. Let ρu
denote the density of the LoS BSs per square meter. The effective area for the semi-
and fully directional modes are πd2

max and θd2
max/2, respectively. Hence,

ρ in semi-directional mode
ρ in fully-directional mode =

π

(
λ

4π

(
2πp
σβθ

)1/α
)2

ρu

θ
2

(
λ

4π

(
4π2p
σβθ2

)1/α
)2

ρu

=
(

2π
θ

)1−2/α
,

where 0 ≤ θ ≤ 2π and α > 2. Therefore, the semi-directional control channel
offers higher density of LoS BSs than the fully-directional one. Considering that
the average number of epochs required for discovering a typical UE, formulated
in (A.3), is a strictly decreasing function of ρ, Remark A.6.5 is proved.

Remark A.6.6. Consider the assumptions stated at the beginning of Appendix A.
Consider Equation (A.3). Given that a UE can be discovered, for a sparse network
where there is only one BS for discovering every UE, the average number of epochs
for discovering a UE is (d2π/θe+1)/2, irrespective of using semi- or fully-directional
modes.

Proof. Recall that in this appendix we characterize the spatial search overhead
given that the UE can be discovered (m ≥ 1). Therefore, if we let the density of
the LoS BSs go to zero, we inherently simulate a network where there is only one
BS per UE. Using Taylor expansion of (A.3) at ρ→ 0, the limit of (A.3) as ρ→ 0
is (Ns + 1)/2, which completes the proof by replacing Ns = d2π/θe.

Appendix B: Optimal Cell Formation

In this appendix, we formulate an optimization problem to optimize cell formation.
We first formulate the problem for fully-directional communications, and then show
how this can be simplified to semi-directional and omnidirectional communications.

Let ni be the number of RF chains (analog beams) at BS i. We replace BS i with
ni virtual BSs, hereafter called BSs, located at the same position, each having one
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Figure A.9: Illustration of the angles between BSs and UEs ζbij and ζuij , ϕbi , and ϕuj .
Solid arrows show the boresight directions.

RF chain. We denote by U the set of UEs, by B the set of all BSs, by p the transmis-
sion power of a BS, by σ the power of white Gaussian noise, and by gcij the channel
gain between BS i and UE j, capturing both path-loss and shadowing effects. Here,
we assume that the impact of fast fading on the received signal and consequently
on the signal-to-interference-plus-noise ratio (SINR) is averaged out, since the as-
sociation will execute on a large time scale compared to the instantaneous channel
fluctuations. Such a long-term channel model implies the use of a long-term SINR,
which is often effectively used for long-term resource allocation [108, 110]. Let θbi
and θuj be the operating beamwidths of BS i and UE j, respectively. Let ζbij be
the angle between the positive x-axis and the direction in which BS i sees UE j,
and let ζuij be similarly defined by changing the roles of BS i and UE j. Note that
these angles are imposed by the network topology, and that |ζuij − ζbij | = π. Let ϕbi
and ϕuj be the boresight angles of BS i and UE j relative to the positive x-axis,
see Figure A.9. We denote by gbij the directivity gain that BS i adds to the link
between BS i and UE j (transmission gain), and by guij the directivity gain that
UE j adds to the link between BS i and UE j (reception gain). Using the sectored
antenna model introduced in Appendix A, we have

gbij =

 ε , if θ
b
i

2 < |ϕbi − ζbij | < 2π − θb
i

2
2π−(2π−θb

i )ε
θb

i

, otherwise
,

and

guij =

 ε , if θ
u
j

2 < |ϕuj − ζuij | < 2π − θu
j

2
2π−(2π−θu

j )ε
θu

j
, otherwise

.
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Then, the power received by UE j from BS i is pgbijgcijguij . Hence, the SINR at UE
j due to the transmission of BS i is

pgbijg
c
ijg

u
ij∑

k∈B\i
pgbkjg

c
kjg

u
kj + σ

,

which depends on the transmission power p, operating beamwidths θbi and θuj ,
boresight angles ϕbi and ϕuj , and network topology ζbij and ζuij . It is straightforward
to see that narrower beams at the BSs and/or at the UEs lead to a higher SINR, on
average, due to an increased received power from BS j and a decreased interference
level. We denote by cij the achievable rate of the link between BS i and UE j, which
we assume to be a logarithmic function of the corresponding SINR, and by yij the
fraction of resources used by BS i to serve UE j. We first observe that rij = yijcij
and rj =

∑
i∈B yijcij are the long-term rate that UE j will receive from BS i and

from all BSs, respectively. Let Uj be a general utility function of rj . Let xij be
a binary association variable, equal to 1 if and only if UE j is associated to BS
i. Let ri,min be the minimum required rate of UE j. Let θbi,min and θuj,min be the
minimum possible operating beamwidth of BS i and UE j, which depend on the
corresponding number of antenna elements and antenna configurations [117].

Given that the network topology is known a priori (that is, ζbij , ζuij , and gcij are
known for every BS i and UE j), the optimal cell formation attempts to find the
optimal values for ϕbi , θbi , ϕuj , θuj , xij , and yij to maximize some network utility.
If we collect all control variables xij and yij in matrices X and Y , and collect all
ϕbi , ϕuj , θbi , and θuj in vectors φb, φu, θb, and θu, the cell formation optimization
problem can be formally stated as

maximize
φb,θb,φu,θu,X,Y

∑
j∈U

Uj

(∑
i∈B

yijcij

)
, (A.9a)

subject to
∑
j∈U

yij ≤ 1 , ∀i ∈ B , (A.9b)

∑
i∈B

xij = 1 , ∀j ∈ U , (A.9c)

{
0 ≤ yij ≤ xij , xij ∈ {0, 1}
xij = 0 if rij < rj,min

,
∀i ∈ B
∀j ∈ U

(A.9d)

0 ≤ ϕbi ≤ 2π , ∀i ∈ B , (A.9e)

0 ≤ ϕuj ≤ 2π , ∀j ∈ U , (A.9f)

θbi,min ≤ θbi ≤ 2π , ∀i ∈ B , (A.9g)

θuj,min ≤ θuj ≤ 2π , ∀j ∈ U . (A.9h)
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Observe that, for notational simplicity, function arguments have been discarded.
Constraint (A.9c) guarantees association to only one BS, mitigating joint scheduling
requirements among BSs, and constraint (A.9d) guarantees a minimum QoS for
every UE. Further, constraint (A.9d) ensures that every BS i will provide a positive
resource share only to its associated UEs. The solution of (A.9) provides a long-
term association policy along with proper orientation and operating beamwidths
for fully-directional communications. This solution is valid as long as the inputs
of the optimization problem, that is, network topology and UE demands, remain
unchanged. Once a UE requires more resources or loses its connection (for instance,
due to a temporary obstacle), optimization problem (A.9) has to be re-executed.
In the latter, the UE will use its backup connection, and will handover to the right
BS once the new solution of (A.9) is available. We can easily extend optimization
problem (A.9) to find proper backup associations for UEs. Note that the main aim
of this paper is to understand the fundamental limitations, and an efficient solution
method for (A.9) is left as future work.

Proposition A.1. Consider optimization problem (A.9). Replacing yij by
1/
∑
j∈U xij, the solution of (A.9) gives the optimal cell formation with equal re-

source allocation inside every analog beam (micro-level fairness). Further, using a
logarithmic function for Uj, the solution of (A.9) ensures a macro-level proportion-
ally fair resource allocation.

Proof. Following similar steps as those in [110, Appendix A], the proof is straight-
forward.

Remark A.6.7. Consider optimization problem (A.9). Using θuj,min = 2π for all
j ∈ U , the solution of (A.9) gives the optimal cell formation in the semi-directional
mode with directional operation of BSs and omnidirectional operation of the UEs.
Remark A.6.8. If we use θbi,min = 2π for all i ∈ B and θuj,min = 2π for all j ∈ U ,
the solution of optimization problem (A.9) gives the optimal cell formation in the
omnidirectional mode.

Proposition A.2. Consider optimization problem (A.9). For a given network
topology, the optimum of the problem (namely, the utility at the optimal value) for
the omnidirectional communication mode is upper bounded by the semi-directional
one, and the optimum of the problem for the semi-directional communication mode
is upper bounded by the fully-directional one.

Proof. According to Remark A.6.7, the feasible set of solutions for the optimization
problem for semi-directional communications is a subset of that for fully-directional
communications. Similarly, Remark A.6.8 implies that the feasible set of solutions
for the optimization problem for omnidirectional communications is a subset of that
for semi-directional communications. Therefore, the proposition follows.
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Abstract

Increased density of wireless devices, ever growing demands for extremely
high data rate, and spectrum scarcity in microwave bands make the mil-
limeter wave (mmWave) band an important player in next generation wire-
less networks. MmWave communication systems exhibit severe attenuation,
blockage, deafness, and may need microwave networks for coordination and
fall-back support. To compensate high attenuation, mmWave systems exploit
highly directional operation, which in turn substantially reduces the inter-
ference footprint. The significant differences between mmWave networks and
legacy communication technologies challenge the classical design approaches,
especially at the medium access control (MAC) layer, which has received
comparatively less attention than PHY and propagation issues in the liter-
ature. In this paper, the MAC layer design aspects of short range mmWave
networks are discussed. In particular, this paper discusses challenges and inef-
ficiencies of current mmWave standards to fully exploit all potentials of short
range mmWave networks, and argues for the necessity of new collision-aware
hybrid resource allocation frameworks with on-demand control packets, the
advantages of a collision notification signal, and the potential of multihop
communication to provide reliable mmWave connections.

B.1 Introduction

There is a growing consensus both in industry and in academia that millimeter
wave (mmWave) communications appears as one of the most promising candi-
dates for supporting extremely high data rates in the next generation wireless
networks [1, 2, 19]. MmWave communications are particularly attractive for giga-
bit wireless applications such as gigabyte file transfer, wireless gigabit ethernet,
wireless gaming, and uncompressed high definition video transmission. Due to the
mmWave great commercial potential, several industry-led efforts and international
organizations have emerged for their standardization in wireless personal and lo-
cal area networks (WPANs and WLANs). Examples include IEEE 802.15.3c [13],
IEEE 802.11ad [118], ECMA 387 [52], the WirelessHD consortium, and the wireless
gigabit alliance (WiGig).

Special propagation features and hardware constraints of mmWave systems in-
troduce many new challenges in the design of efficient physical, medium access
control (MAC), and routing layers. The challenges become even more complex, as
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in next generation wireless networks we envision the integration and coexistence of
mmWave systems with more traditional communication standards working around
the microwave frequencies of 2.4 GHz and 5 GHz, which is already possible with fall-
back support of IEEE 802.11ad [118]. Directional communications with pencil-beam
operation significantly reduces multiuser interference in mmWave networks. In the
extreme case, multiuser interference no longer limits the network throughput, which
results in a noise-limited network as opposed to conventional interference-limited
networks.1 This unique feature makes mmWave suitable for very dense deployments
of infrastructure nodes and terminals.

The severe channel attenuation, vulnerability to obstacles, directionality of mil-
limeter wave communications, the reduced interference footprint, and high signaling
overhead demand a thorough reconsideration of traditional protocols, especially at
the MAC layer, where signaling and resource allocation procedures need new ar-
chitectures and algorithms able to cope with these unique challenges. MAC layer
design considerations of mmWave networks in general and in mmWave cellular net-
works in particular are discussed in [2] and [22], respectively. In this paper, we
focus on short range mmWave networks. The main differences between short range
mmWave networks and mmWave cellular networks, reviewed in [22], are: (i) short-
range networks may rely on carrier sensing among terminals, (ii) they have an ad hoc
infrastructure, rather than a predefined infrastructure, (iii) they may use multihop
communications, which may also affect traffic patterns, and (iv) WPAN/WLAN
devices generally have much less capabilities compared to smart phones and base
stations in cellular networks. Compared to [2], we cover the substantial new achieve-
ments on the performance analysis of short range mmWave networks to identify the
main challenges of existing mmWave standards at the MAC layer. We highlight a
new alignment-throughput tradeoff that should be optimized. We show that, con-
trary to mainstream belief, a mmWave network may exhibit both noise-limited and
interference-limited regimes, challenging the efficacy of resource allocation proto-
cols of existing standards and raising the necessity of new collision-aware hybrid
resource allocation protocols. Then, we discuss the prolonged backoff time problem
in mmWave networks with directional communication and propose a new MAC layer
signal to alleviate this problem. We challenge the applicability of current mmWave
MAC layer functions in dense deployment scenarios due to the significant mismatch
between transmission rates of signaling and data packets, and highlight the need for
an on-demand reactive control plane. Finally, we discuss the potential of multihop
communication techniques to compensate the error-prone mmWave physical layer
and to provide reliable mmWave connections. Throughout this paper, we identify
critical MAC layer aspects of existing mmWave standards that may limit the ef-
ficacy and use cases of short range mmWave communications, and propose MAC
design guidelines accordingly.

The rest of this paper is organized as follows. In Section B.2, we describe the

1Not being in an interference-limited regime does not necessarily imply that a network operates
in a noise-limited regime, rather it only implies that the throughput per channel use is limited by
the noise power. The network throughput performance, however, can be limited by other factors
such as signaling overhead, as will be argued in Section B.4.
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essential aspects of mmWave networks. In Section B.3, existing mmWave standards
are briefly reviewed. Section B.4 investigates several MAC layer aspects of short
range mmWave networks. Concluding remarks and future research directions are
presented in Section B.5.

B.2 Fundamentals

B.2.1 The Directed mmWave Wireless Channel
MmWave communications use frequencies in the range 30–300 GHz, though the
frequencies 6–30 GHz are also often referred to as mmWave [19]. The main char-
acteristics of mmWave are high path-loss (i.e., the distance-dependent component
of the attenuation), large bandwidth, short wavelength/high frequency, and high
attenuation through most solid materials. Very small wavelengths allow the im-
plementation of massive numbers of antenna elements in the current size of radio
chips, which boosts the achievable directivity gain at the cost of some extra sig-
nal processing. Such a gain can largely or even completely compensate the high
path-loss of mmWave systems without the need to increase the transmission power.
Moreover, directional communications introduce the concept of directional spatial
channel, that is, a channel can be established in a specific direction with a range
that varies according to the directionality level.

B.2.2 Beam-searching
The use of low-complexity and low-power mmWave devices, along with the massive
number of antennas, make traditional digital beamforming based on instantaneous
channel state information very expensive. Instead, the existing standards establish
a mmWave link using analog beamforming (also called beam-searching) based on
pre-defined beam steering vectors (beamforming codebook), each covering a cer-
tain direction with a certain beamwidth [1,2,13,118]. Current standards suggest a
three-stage beam-searching technique to reduce alignment overhead. After a quasi-
omnidirectional (low resolution pattern) sweep, a coarse grained sector-level sweep
(second level resolution pattern) is performed, followed by a beam-level refinement
phase (the highest resolution pattern specified in the codebook). An exhaustive
search over all possible transmission and reception directions is applied in each
level through a sequence of pilot transmissions. The combination of vectors that
maximizes the signal-to-noise ratio is then selected for the beamforming.

B.2.3 Deafness and Blockage
Vulnerability to obstacles and directional communications in mmWave networks
result in two consequences [2]: (1) deafness and (2) blockage. Deafness refers to
the situation in which the main beams of the transmitter and the receiver do not
point to each other, preventing the establishment of a directional communication
link. Deafness introduces a time consuming beam-searching (alignment) procedure,
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which complicates the link establishment phase. However, it substantially reduces
multiuser interference [43], as the receiver listens only to a specific directed channel.
Blockage refers to very high attenuation due to obstacles (e.g., 35 dB due to the
human body [19]) that cannot be solved by just increasing the transmission power or
increasing the directivity gain using narrower beams. Overcoming blockage requires
a search for alternative directed mmWave channels that are not blocked, entailing
a new alignment overhead.

Deafness and blockage are the main bottlenecks of mmWave communications at
the MAC layer, requiring novel adaptive mechanisms in the protocol design.

B.2.4 Control Channel
Many operations such as establishing a communication channel, discovering neigh-
bors, exchanging routing information, and coordinating channel access rely on the
exchange of signaling messages on a control channel. The characteristics of mmWave
communications introduce fall-back and directionality tradeoffs, which also appear
in mmWave cellular networks [22]. The fall-back tradeoff is the tradeoff between
sending control messages through a mmWave or a microwave channel. The mmWave
channel is subject to blockage, reducing the reliability of the control channel. A dedi-
cated microwave control channel facilitates network synchronization and broadcast-
ing at the expense of higher hardware complexity and energy consumption, since an
extra transceiver should be tuned on the microwave control channel. The direction-
ality tradeoff refers to the option of establishing a control channel in omnidirectional
or directional operation modes. An omnidirectional control channel alleviates the
deafness problem at the expense of being subject to a very short range, whereas a di-
rectional one increases the coverage with extra alignment overhead. Altogether, we
may have two justifiable control channels: (1) omnidirectional-microwave, which
is employed in ECMA 387, and (2) directional-mmWave,2 which is employed in
IEEE 802.15.3c and IEEE 802.11ad. The delay and coverage performance of these
control channels are evaluated for a cellular context in [22]. Note that we may not
necessarily adopt one type for all control messages; rather we can have a hybrid con-
trol plane. For instance, synchronization or channel access requests are transmitted
in omnidirectional-microwave mode, and other control messages such as ACK or
NACK operate in directional-mmWave mode.

B.3 Standardization in mmWave Communications

In this section, we shortly review the recent IEEE standardization activities of
mmWave MAC in the 60 GHz band for personal and local area networks. Broadly
speaking, the standards define a network with one coordinator and several mmWave

2Note that realizing a control channel in the mmWave band with omnidirectional transmis-
sion and/or reception while having directivity gains for data transmission introduces a mismatch
between the ranges at which a link with reasonable data rate can be established and the range at
which control signals can be exchanged [22]. Such a mismatch substantially degrades the system
performance.
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Coordinator

Figure B.1: Network architecture of existing mmWave WPAN and WLAN. The co-
ordinator broadcasts synchronization commands and manages available resources.

devices.3 The coordinator, which can be a device itself, is responsible for broad-
casting synchronization beacons and managing radio resources. Figure B.1 shows a
mmWave network with four directional links.

B.3.1 Personal Area Networks: IEEE 802.15.3.c
The IEEE 802.15.3c standard [13] has been considered as one of the prominent
MAC candidates to support mmWave wireless personal area networks, known as
piconets. Supporting up to 5.78 Gbps data rate, it enables several applications
such as high speed internet access, streaming content, video on demand, and high
definition TV.

Among a group of devices, one will be selected as piconet coordinator (PNC),
broadcasting beacon messages. Time is divided into successive super-frames, each
consisting of three portions: beacon, contention access period (CAP), and channel
time allocation period (CTAP), as shown in Figure B.1(a). In the beacon, the
coordinator transmits an omnidirectional or multiple quasi-omnidirectional beacons
to facilitate the discovery procedure. In the CAP, devices contend to register their

3ECMA 387 supports distributed network architecture as well [52].
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Beacon CAP
CTAP

CTA . . .CTA CTA

(a) Superframe of IEEE 802.15.3c

BTI A-BFT
DTI

ATI . . .CBAP/SP

BHI
CBAP/SP CBAP/SP

(b) Beacon interval of IEEE 802.11ad

Figure B.2: Network timing structure of existing IEEE mmWave standards. In
IEEE 802.15.3c, beacon messages are transmitted in beacon. Channel access re-
quests are made in CAP and served in CTAP using TDMA. Similar procedures are
adopted in IEEE 802.11ad.

channel access requests at the PNC, based on carrier sense multiple access with
collision avoidance (CSMA/CA). Although some devices with low QoS requirements
may use this period for data transmission, PNC serves requests with high QoS
demands, registered in CAP, during CTAP. Resource allocation in CTAP is based
on time division multiple access (TDMA). CTAP consists of several channel time
allocations (CTAs), serving data transmission with guaranteed QoS level.

B.3.2 Local Area Networks: IEEE 802.11ad

IEEE 802.11ad adds modifications to the IEEE 802.11 physical and MAC layers to
enable mmWave communications at 60 GHz. It provides up to 6.7 Gbps data rate
using spectrum bands of 2.16 GHz over a short range. IEEE 802.11ad supports many
applications including uncompressed high-definition multimedia transmissions and
wireless docking stations.

IEEE 802.11ad defines a network as personal basic service set (PBSS) with one
coordinator, called PBSS control point (PCP), and several stations. A superframe,
called beacon interval, is divided into beacon header interval (BHI) and data trans-
fer interval (DTI). BHI consists of beacon transmission interval (BTI), association
beamforming training (A-BFT), announcement transmission interval (ATI). DTI
consists of contention-based access period (CBAP) or service period (SP). In BTI,
PCP transmits directional beacon frames that contain basic timing for personal
BSS, followed by beamforming training and association to PCP in the A-BFT pe-
riod. AT is allocated for request-response services where PCP sends information to
the stations. Depending on the required QoS level, a device will be scheduled in the
CBAP to transmit data using CSMA/CA, or in the SP to access using contention-
free TDMA. This schedule is announced to the participating stations prior to the
start of DTI. Figure B.1(b) illustrates generic timing segmentation of a superframe
in IEEE 802.15.3c and a beacon interval in IEEE 802.11ad.
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B.4 Main Issues for MAC Design

In this section, we discuss the main MAC design issues that arise in mmWave com-
munications, and state the weaknesses of the current solutions, including existing
standards, when they are applied to support next generation short range wireless
communications.

B.4.1 Alignment-Throughput Tradeoff
The existing standards adopt beam-searching, as a low-complexity alternative to
digital beamforming, to overcome the deafness problem while providing the required
directivity gain. Beam-searching introduces an alignment overhead, which depends
on the number of directions that have to be searched, which in turn depends on
the selected transmission and reception beamwidths. For a given beamwidth, [119]
suggests a new technique based on Rosenbrock search as a replacement for the two-
stage exhaustive search to reduce the alignment overhead by up to 65% for a given
operating beamwidth.

Besides choosing more efficient search procedures, we need to optimize the op-
erating beamwidth, as claimed in [57]. Narrower beamwidths increase the search
granularity, thus the alignment overhead, but provide a higher transmission rate
due to higher directivity gains and lower interference footprint. Adopting larger
beamwidths speeds up the search process at the expense of a degraded transmis-
sion rate. This introduces an alignment-throughput tradeoff [57]. The tradeoff shows
that using extremely narrow beams (or excessively increasing the beamforming
codebook size) is not beneficial in general due to the increased alignment overhead,
and there is an optimal beamwidth (optimal codebook size) at which the tradeoff
is optimized [57].

B.4.2 Transitional Behavior
Directional communications with pencil-beam operation significantly reduces mul-
tiuser interference in mmWave networks. An interesting question is whether a
mmWave network is noise-limited, as opposed to conventional interference-limited
networks. This is a fundamental question at the MAC layer that affects the de-
sign principles of almost all MAC layer functions. For instance, as the system goes
to the noise-limited regime, the required complexity for proper resource allocation
and interference avoidance functions at the MAC layer is substantially reduced [69].
Instead, pencil-beam operation complicates negotiation among different devices in
a network, as control message exchange may require a time consuming alignment
procedure between transmitter and receiver [22]. In the extreme noise-limited case,
sending expensive collision avoidance signals such as RTS and CTS in a network
with negligible collision probability may be unjustifiable, as stated in Section B.4.4.
The seminal work in [43] confirms the feasibility of a pseudowired (noise-limited) ab-
straction in outdoor mmWave mesh networks. However, as shown in [57], activating
all links may cause a significant performance drop compared to the optimal resource
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allocation in dense deployment scenarios due non-negligible multiuser interference.
Further, the comprehensive analysis of [69] illustrates that mmWave networks may
not be necessarily noise-limited; rather they show a transitional behavior, from a
noise-limited to an interference-limited regime.

To have a better understanding on multiuser interference-level, and thereby on
proper resource allocation strategies for mmWave networks with transitional be-
havior, we compare the average throughput of a link, the network throughput, and
the delay performance of slotted ALOHA to those of TDMA –a simple collision-
based versus a simple collision-free protocol– in a mmWave ad hoc network. We
define delay as the difference between the time a new packet is inserted into the
transmission queue of the transmitter and the time it is correctly received at the
receiver. Both slotted ALOHA and TDMA use the same directionality level. We sim-
ulate a mmWave WPAN with a random number of mmWave aligned links (aligned
transmitter-receiver pairs), all operating with the same beamwidth. The number
of links is a Poisson random variable with density λl per unit area. They are uni-
formly distributed in a 10x10 m2 area and operate at 60 GHz. For slotted ALOHA,
in a given time slot, every link will be active with probability p. Active links are
transmitting with power 2.5 mW. We also uniformly distribute a random number
of obstacles with density 0.25 (on average 1 obstacle in a 2x2 m2 area) in the envi-
ronment. The obstacles are in the shape of lines with random orientation and their
length is uniformly distributed between 0 and 1 m. Attenuation due to an obstacle
is -30 dB, path-loss exponent is 3, and the minimum required SNR at the receiver is
10 dB. Every transmitter generates traffic with constant bit rate (CBR) 300 Mbps,
the size of all packets is 10 kB, time slot duration is 25 µs, transmission rate is 1
packet per slot (link capacity around 3 Gbps), the transmitters have infinite buffer
to save and transmit the packets, and the emulation time is 1 second.

Figure B.3 illustrates several performance aspects of slotted ALOHA and TDMA.
Assuming transmission of one packet per slot, Figure B.3(a) shows the average
throughput of a link as a function of the transmission probability. For relatively
not-so-dense networks, for instance, 1 transmitter in a 2x2 m2 area (λl = 0.25),
increasing the transmission probability is always beneficial due to the small mul-
tiuser interference level. As the link density increases, the negative effect of a higher
transmission probability (higher multiuser interference) overweighs its positive ef-
fect (more aggressive transmission). In a very dense network, for instance, with
λl = 4, we should adopt a very small transmission probability to maximize the
throughput of a link. Figure B.3(b) shows the behavior of the optimal transmission
probability that maximizes the throughput as a function of link density and oper-
ating beamwidth. From the figure, we can observe that in many cases, the optimal
transmission probability is 1, implying that we can simply activate all links with
no penalty for the average link throughput (noise-limited regime). However, as the
operating beamwidth or the link density increases, we should activate fewer links
through reducing the transmission probability to decrease the high contention level
inside the network (interference-limited regime).

Figs. B.3(c) and B.3(d) compare the performance slotted ALOHA to TDMA.
Specifically, Figure B.3(c) reports the maximum throughput of a link in slotted
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Figure B.3: Performance comparison of slotted ALOHA and TDMA in mmWave
WPANs. “S-ALOHA” stands for slotted ALOHA, λl is the link density, and p is the
transmission probability in slotted ALOHA. Different points of (d) represent differ-
ent link densities from 0.02 to 2 links per unit area. Operating beamwidth in (d) is
10°. Increasing the link density may reduce the link throughput, increase the net-
work throughput, and increase the delay. Slotted ALOHA significantly outperforms
TDMA in terms of link throughput, network throughput, and delay performance.
On the other hand, TDMA guarantees no collision on the communication.

ALOHA, associated with the optimal transmission probability in Figure B.3(b),
and Figure B.3(d) shows the network throughput against the corresponding aver-
age delay obtained by changing the link density. First, neglecting the alignment
overhead, the throughput of a link in slotted ALOHA will decrease with the op-
erating beamwidth, due to higher collision probability. Moreover, TDMA activates
one link at a time –orthogonal use of time resources– irrespective of the number
of links. Considering the traffic generation rate of this example, which is 0.1 of
the link capacity, the network will be saturated roughly with 10 links, and further
increasing the number of links will not improve the network throughput (see Fig-
ure B.3(d)),4 but reduces the time share of every link and consequently reduces the
average throughput of a link, see Figure B.3(c). Besides, every link experiences a

4The network throughput of TDMA is up to 1 packet per slot. This upper bound is achieved
if there is no obstacle in the environment.
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higher delay to access the channel and transmit its data, see different points of the
TDMA curve in Figure B.3(d). Note that with a fixed packet generation rate, the
effective link capacity (link capacity multiplied by its time share) of every link in
TDMA reduces with the number of links in the network, so the queues of the trans-
mitter may become unstable. Instead, slotted ALOHA leverages small multiuser
interference and re-uses time resources (spatial gain). The network can handle more
traffic due to a higher effective capacity. From Figure B.3(d), slotted ALOHA sig-
nificantly outperforms TDMA in terms of both network throughput and delay, all
possible due to significant spatial gain. However, unlike slotted ALOHA, TDMA
can guarantee communication with no collision, which may be of importance in
some applications. Also, Figure B.3(c) explicitly discloses the transitional behavior
of mmWave ad hoc networks. Increasing the link density will not initially affect the
average throughput of a given link due to negligible multiuser interference; however,
the throughput will rapidly drop with link density once the network transits to the
interference-limited regime. The transitional region depends on the density of the
transmitters, the density and the average size of the obstacles, and the operating
beamwidth, among the main parameters.

The transitional behavior of mmWave networks shows the inefficacy of ex-
isting standards and suggests a dynamic incorporation of both contention-based
and contention-free phases in the resource allocation. Current mmWave standards,
such as IEEE 802.15.3c and IEEE 802.11ad, adopt the existing resource alloca-
tion approaches that were originally developed for interference-limited microwave
networks. In particular, the network traffic is mostly served in the contention-free
phase even in a noise-limited regime. We can (should) leverage the transitional be-
havior of mmWave networks and dynamically serve the network traffic partially on
the contention-based and partially on the contention-free phase. Using a flexible
phase duration, adjusted according to the collision level of the network, we can
reduce the use of inefficient contention-free phase, improve the network throughput
(especially as the network goes to the noise-limited regime), and also guarantee
communication without collisions.

B.4.3 Prolonged Backoff Time
Suppressing interference in mmWave networks with pencil-beam operation comes
at the expense of complicated link establishment. Traditional CSMA/CA fails to
provide efficient multiple access for mmWave systems [43], since it had been orig-
inally developed for omnidirectional transmissions. To elaborate, assume that a
mmWave transmitter tries to access the channel by sending an RTS message after
the backoff timer expires (see Scenario 3 in Figure B.4). The receiver does not hear
the RTS due to deafness or blockage, and therefore does not send the CTS message.
The traditional CSMA/CA protocol assumes that a collision occurred and therefore
increases the backoff time exponentially. In mmWave, this is the wrong decision,
which may lead to a prolonged backoff time. Similar issues may also exist in the
random access phase of mmWave cellular networks, as mentioned in [22].

To enhance the performance of CSMA/CA in directional communications, [120]
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modifies traditional CSMA/CA such that each device exponentially increases the
contention window size upon a missing ACK, while this increment is linear with each
missing CTS. Although this proposal is better than the original CSMA/CA in the
sense that different events demand different actions, it fails to solve the prolonged
backoff time in mmWave systems. In fact, blockage, deafness, and collision, which
are caused by different physical reasons, deserve a different handling at the MAC
layer, a fact that is totally ignored in [120]. This problem may be alleviated by
introducing additional signaling messages for establishing a mmWave link.

A simple scheme, illustrated in Figure B.4, may work as follows. After sending
a directional (or omnidirectional) RTS to a receiver that is ready to receive, three
possible scenarios might occur.

• Scenario 1 (success): The transmitter receives a CTS before timeout. Then, it
extracts the beamforming information from the CTS and starts transmission
based on the CSMA/CA mechanism.

• Scenario 2 (collision): The receiver fails to decode the RTS due to a collision.
It sends a collision-notification (CN) signal. Upon receiving the CN message,
the transmitter knows that there is a contention to access this channel in
this direction, and therefore sends another RTS after running the backoff
procedure.

• Scenario 3 (deafness or blockage): The transmitter does not receive a CTS
nor a CN. In this case, after timeout, it knows that there is either deafness
or blockage. Hence, it tries to find another directed spatial channel instead of
running an unnecessary backoff.

Note that the energy that the mmWave receiver will observe in a collision state
with multiple simultaneous received signals is substantially higher than that in
the deafness state with no received signal. Therefore, a simple hard decision based
on the received energy (energy detector) would be enough to distinguish collisions
from deafness. Thanks to the CN signal, the transmitter can sense the presence
of contention in the channel and take the proper action to avoid the prolonged
backoff time, which is the result of deafness and blockage, and not of contention on
the channel.

We simulate a network with a Bernoulli link failure model, that is, every link fails
due to blockage independently and with constant blockage probability. Figure B.5
shows the performance enhancement due to the introduction of CN. With a block-
age probability of 0.02, for instance, the average backoff time will be dramatically
decreased by about 95% (twenty times) if CN is used.

B.4.4 Reactive Control Plane
Current collision avoidance mechanisms suggest that a network with uncoordi-
nated users will benefit by accepting collisions on tiny signaling packets such as
request-to-send (RTS) and clear-to-send (CTS) to avoid retransmission of large
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Figure B.4: A simple protocol for mitigating prolonged backoff time. For a given
time, in Scenario 1, device N2 detects an RTS. The next step is to send a CTS
signal by device N2 to reserve the channel for the communication. In Scenario 2,
device N3 receives more than one RTS at the same time. It sends a CN signal to
let the transmitters run the backoff procedure. In Scenario 3, device N2 will not
receive the RTS of device N1 due to either deafness or blockage, and it will be silent
at the next step.

data packets. To increase the robustness of signaling messages, current mmWave
standards transmit control packets at much lower rate compared to the data pack-
ets. IEEE 802.11ad, for instance, supports a peak transmission rate of 27.7 Mbps
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Figure B.5: Average backoff time of the device winning the contention among 20 de-
vices for accessing the same transmission resource (frequency and direction). Stan-
dard RTS-CTS based negotiation leads to unnecessarily prolonged backoff time,
while a slight modification of this standard negotiation, by introducing CN, effec-
tively mitigates the problem.

for control and 6.7 Gbps for data packets [118]. This significant mismatch between
transmission rates of control and data packets substantially increases the cost of
collision avoidance procedures and challenges the efficacy of current mmWave stan-
dards in handling packets with short size. To illustrate this inefficiency, we provide
the following example.

Let ti be the time required to transmit message i. With negligible propaga-
tion and queuing delays and with no collision on a directed spatial channel, the
current CSMA/CA protocol introduces the following delay to transmit a payload:
3tSIFS + tRTS + tCTS + tDIFS + tDATA + tACK, where tDATA = theader + tpayload. Note
that the transmitter should wait for a SIFS duration before sending every RTS,
CTS, and ACK, and wait for a DIFS duration before every regular data frame.
In IEEE 802.11ad, tSIFS = 2.5 µs and tDIFS = 6.5 µs. Considering 20 Bytes for
RTS, CTS, and ACK messages, we have tRTS = tCTS = tACK = 5.5 µs. Every data
packet contains an 8-Byte header, which should be transmitted at 27.7 Mbps, so
theader = 2.2 µs. To transmit 10 KBytes of payload, we need only tDATA = 13.6 µs,
while the total delay is 44.1 µs, leading to 30% channel utilization. This inefficiency
increases as the size of the payload reduces, for instance, only 9.8% channel uti-
lization for 1 KByte of payload. This means that CSMA/CA consumes more than
90% of the time resources only to ensure avoidance of collisions even in a noise-
limited scenario. This inefficient handling of packets with short size hinders the
applicability of current mmWave technology solutions (with Gbps data rate and
small interference footprint) to massive wireless access scenarios where we have
frequent transmissions of packets with small payloads. In fact, the huge overhead
of having an unnecessary proactive collision avoidance protocol may be one of the
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main bottlenecks of future applications of mmWave networks.
Significant mismatch between transmission rates of control and data packets,

along with reduced average collision probability in mmWave networks, demands
development of new MAC layer protocols with on-demand and minimal use of sig-
naling. Note that proactive transmission of some vital control signals, such as beam-
searching pilots for avoiding deafness, may still be mandatory. These mandatory
control overheads may limit delay/channel utilization performance and therefore
the applicability of mmWave networks to use cases with sporadic infrequent trans-
missions of small payloads. This suggests the existence of a minimal payload size
to make establishment of a costly mmWave link beneficial.

B.4.5 Directional-mmWave Control Channel

A directional mmWave control channel is an inseparable part of mmWave net-
works to realize efficient channel estimation, coherent demodulation, association
to coordinator, and spatial synchronization. To implement a directional-mmWave
control channel, two possible solutions are available, as illustrated in Figure B.6:
time splitting and resource table. In the time splitting approach, which is adopted
by the current standards, a time slot is divided into signaling and data phases,
see Figure B.2(b). During the signaling phase, each terminal overhears the control
messages in all (some) directions, in order to be aware of the network status. Then,
transmissions are performed in the data phase. [121] suggests that the network
coordinator operates in the omnidirectional mode by activating all its beams dur-
ing the signaling phase, and uses only one beam for data transmission in the next
phase. Although the time splitting approach offers a simple protocol and facilitates
realization of simple TDMA collision-free transmissions, tight synchronization is re-
quired and a large portion of the available time-frequency-space resources that are
wasted for the signaling phase cannot be used for data transmission. On the other
hand, in the resource table approach, each transmitter estimates the topology of
the network in a neighbor discovery phase. Then, it creates a table of proper spatial
resources (directions) based on the feedback received from previous transmission
attempts (piggybacking over data transmissions). The table is updated upon every
received feedback, and each transmitter tries to communicate with other devices
using the most updated table. The resource table approach can be implemented
in a distributed manner with a directional-mmWave control channel, making this
approach suitable for mmWave ad hoc networks.

B.4.6 Multihop Communications

Multihop communications is a solution for range extension and for blockage [2, 88,
122]. In [122], range extension using a relay node is investigated for an outdoor sport
broadcasting system. Extensive analysis demonstrated that high quality live videos
of 10 sources can be efficiently transmitted over 300 m. Besides range extension, [88]
showed that having an alternative path using relay node(s) can significantly alle-
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Figure B.6: Different options to realize a control channel in mmWave
WPANs/WLANs. Channel 0 in (a) is on microwave frequencies, channels 1 and
2 are on mmWave frequencies. Omnidirectional-microwave control channel requires
two radios to manage signaling and data transmissions, but facilitates the exchange
of control messages. In the time splitting approach, all the devices perform negoti-
ation in the signaling phase, and then the available resources are reserved for the
devices in the data phase. In the resource table approach, a distributed implementa-
tion with minimal overhead is available. Fall-back support enables users to transmit
on the microwave frequencies if there is no channel on the mmWave frequencies.

viate blockage. The backup paths are recorded in the coordinator and established
upon blockage on the direct path, increasing connectivity to about 100%.

Unfortunately, current standards support only single- or two-hop links with a
relay node rather than a complete multihop communications capability.5 Having a

5IEEE 802.15.3c supports only single-hop communications, while ECMA 387 and
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reliable control channel is the most challenging part of multihop mmWave commu-
nications. An omnidirectional-microwave control channel along with a directional
data channel can be a simple and practical solution. A joint routing and scheduling
approach is necessary here to leverage the low interference footprint in mmWave
communications using scheduling, while guaranteeing connectivity using routing
protocols.

B.5 Conclusions

Millimeter wave (mmWave) communication systems are promising solutions to
provide extremely high data rate and support massive uncoordinated access in
next generation wireless networks. Severe channel attenuation, blockage, and deaf-
ness, along with reduced interference footprint, differentiate mmWave systems from
legacy systems that operate at microwave frequencies. MmWave networks may face
alignment-throughput tradeoff, huge overhead of control packets, transitional be-
havior, and prolonged backoff time. This paper discussed how the MAC layer func-
tions of existing mmWave standards are not effective in addressing these new chal-
lenges. It was argued that new collision-aware hybrid resource allocation, collision
notification signal, on-demand control packets, and multihop communication are
required, which are very interesting future research directions in the area of short
range mmWave networks.

Moreover, while the average collision probability is derived in [43,69], the distri-
bution of the number of links in the same collision domain (links with strong mutual
interference) is an open problem. This distribution clarifies the number of mmWave
devices that can be supported in the network with predetermined QoS level, helps
in designing efficient retransmission policies, and reveals if reactive execution of a
random backoff procedure is a better option than proactive executions of collision
avoidance mechanisms in mmWave networks.

IEEE 802.11ad support also two-hop communications.
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Beam-searching and Transmission Scheduling in
Millimeter Wave Communications

Hossein Shokri-Ghadikolaei, Lazaros Gkatzikis, and Carlo Fischione

Abstract

Millimeter wave (mmWave) wireless networks rely on narrow beams to
support multi-gigabit data rates. Nevertheless, the alignment of transmit-
ter and receiver beams is a time-consuming operation, which introduces an
alignment-throughput tradeoff. A wider beamwidth reduces the alignment
overhead, but leads also to reduced directivity gains. Moreover, existing
mmWave standards schedule a single transmission in each time slot, although
directional communications facilitate multiple concurrent transmissions. In
this paper, a joint consideration of the problems of beamwidth selection and
scheduling is proposed to maximize effective network throughput. The re-
sulting optimization problem requires exact knowledge of network topology,
which may not be available in practice. Therefore, two standard-compliant
approximation algorithms are developed, which rely on underestimation and
overestimation of interference. The first one aims to maximize the reuse of
available spectrum, whereas the second one is a more conservative approach
that schedules together only links that cause no interference. Extensive per-
formance analysis provides useful insights on the directionality level and the
number of concurrent transmissions that should be pursued. Interestingly,
extremely narrow beams are in general not optimal.

C.1 Introduction

Millimeter wave (mmWave) communications appear as a promising option to meet
the ever growing demand for multi-gigabit data rates. MmWave communications
refer to the electromagnetic spectrum between 30 and 300 GHz, which corresponds
to wavelengths from 10 mm to 1 mm. Small wavelength facilitates the integration
of numerous antenna elements in the current size of radio chips, which in turn
promises a significant directivity gain. The main characteristics of mmWave are
directionality, large bandwidth, but also high attenuation [19].

MmWave has been considered lately by several standardization bodies as an
ideal candidate for short range communications. Specifically, IEEE 802.15.3 task
group 3c [13] works on the development of high rate wireless personal area net-
works (WPAN), whereas IEEE 802.11ad task group [14] focuses on wireless local
area networks (WLAN). In both standards, one of the network devices is assigned
the role of the coordinator, who schedules transmissions in a centralized manner.
In particular, channel access is determined through a hybrid carrier sense multiple
access/collision avoidance (CSMA/CA) and time division multiple access (TDMA)



88 Beam-searching and Transmission Scheduling in mmWave Communications

scheme. A superframe consists of three phases. A beacon period, a contention ac-
cess period, where devices compete to register their channel access requests to the
coordinator, and a channel time allocation period, which is further divided into
several time slots and each is assigned to a single transmitter-receiver pair. The
existing standards do not exploit the full potential of mmWave communications. In
fact, high data rates are achieved due to the high signal-to-noise ratio (SNR), which
is a result of directional communications, and the extended bandwidth availability
in mmWave bands. Pencil beams, however, promise extensive frequency reuse while
simplifies interference management [43].

In this paper, we suggest that efficient transmission scheduling mechanisms
could significantly improve network throughput (spectral efficiency), by scheduling
multiple transmissions at the same time slot, as long as they do not cause harmful
interference to each other. The level of interference depends also on the selected
beamwidths, which in turn determine the time required for alignment of transmit-
ter and receiver beams. Thus, an alignment-throughput tradeoff is introduced. A
narrower beamwidth leads to significant alignment overhead, since many directions
have to be searched, but provides a higher transmission rate due to higher directiv-
ity gains and lower interference. Larger beamwidths speed up alignment process at
the expense of reduced transmission rate. In order to address those problems, we
propose a joint formulation of the beamwidth selection and transmission schedul-
ing problems in mmWave communications, and analyze the impact of each of the
system parameters on network throughput.

C.1.1 Related Work
A main issue in mmWave communications is deafness, which is a direct consequence
of directional transmission and reception. It occurs when the main beams of a trans-
mitter and the intended receiver are not aligned. To address this issue, a beam-
searching procedure has been proposed to establish a communication link [119].
In this case, an exhaustive search over all possible combinations of transmission
and reception directions is performed through a sequence of pilot transmissions.
In fact, mmWave devices adopt analog beamforming, also called beam-searching,
using simple phase shifters, rather than a complex digital beamforming based on
instantaneous channel state information. The latter would impose formidable com-
plexity due to the large number of antennas in mmWave [19]. Beam-searching in-
troduces an alignment overhead, i.e., the time required to find the best beams.
This overhead is proportional to the number of directions that have to be searched,
which in turn depends on the selected transmission and reception beamwidths. Cur-
rent standardization activities [13, 14] suggest a two-stage beam-search technique,
to reduce alignment overhead and power consumption. Initially, a coarse grained
sector-level sweep is performed, followed by a beam-level alignment phase. An ex-
haustive search over all possible transmission and reception directions is applied in
each level. For a given beamwidth (fixed granularity of searching), [119] suggests a
new search technique as a replacement of the two-stage exhaustive search to reduce
the alignment overhead. Here, we suggest that the alignment-throughput tradeoff
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should be addressed by optimizing beamwidth per se. Thus, our work and [119] are
complementary.

The option of concurrent transmissions scheduling to optimally exploit the di-
rectionality of mmWave communications was proposed only recently. The authors
of [123] consider the problem of maximizing the number of scheduled flows such that
their quality of service requirement is not violated. A greedy scheduling scheme is
proposed, where in each time slot an additional link is activated if its contribution
to total throughput is positive, i.e., throughput gain from this additional link is
larger than the interference caused. A similar greedy heuristic is proposed in [124],
where a priority ordering of links is assumed. Additional links are activated ac-
cording to this priority order and as long as signal-to-interference-plus-noise ratio
(SINR) at all receivers exceeds a threshold. The main issue of those approaches is
that they are reactive protocols, i.e., a link has to be activated to deduce if it is
compatible with other transmissions. Instead, here we demonstrate that direction-
ality and high attenuation in mmWave communications can be exploited to derive
accurate scheduling mechanisms.

C.1.2 Our Contribution
The main contributions of this paper are summarized into the following

• We identify the tradeoffs and the corresponding controls that differentiate
mmWave from other communication technologies.

• We provide a unifying optimization-based framework that brings together
beam-searching and transmission scheduling and explicitly addresses the ma-
jor challenges of mmWave communications, namely deafness and interference
management. We show that using extremely narrow beams (or equivalently
excessively increasing the beamforming codebook size) is not beneficial in
general due to the increased alignment overhead.

• We demonstrate how the proposed framework can be translated into protocols
that extend the capabilities of existing standards.

• We evaluate the performance gains arising from the proposed protocols. Our
performance analysis provides useful insights on the directionality level and
the number of concurrent transmissions that should be pursued.

C.2 System Model and Problem Formulation

Consider a mmWave network consisting of one coordinator and N transmitter-
receiver pairs (links). As shown in Figure C.1, a time slot consists of two phases:
i) alignment and ii) data transmission. Without loss of generality, we assume that
sector-level alignment has been established prior to the alignment phase, i.e., as a
part of routing [88]. In the first phase, the transmitter and receiver of each link i
have to decide on the optimal refined beams within their sectors, by searching over
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Alignment Data transmission

i�
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Figure C.1: The time slot segmentation of link i. Increasing alignment time τi
reduces time available for data transmission, but increases achievable rate.

all possible combinations to find the one of maximum SNR. This exhaustive search
is compliant with IEEE 802.15.3c.

C.2.1 Alignment Overhead

Let Tp denote the time required for a pilot transmission, which has to be performed
for every possible direction, and {ψti , ϕti} and {ψri , ϕri } be sector-level and beam-level
beamwidths at the transmitter and receiver sides of link i, respectively. Therefore,
under exhaustive search, the total duration of this searching (alignment) procedure
within a given sector is

τi
(
ϕti, ϕ

r
i

)
=
⌈
ψti
ϕti

⌉⌈
ψri
ϕri

⌉
Tp , (C.1)

where d·e is the ceiling function, returning the smallest following integer, since the
number of pilots has to be integer. In practice, we may adopt different beam-search
strategies; however, the proposed framework can still be applied by revising (C.1).
Once the optimal directions for transmission and reception have been determined,
the communication link can be established, and the data transmission phase starts.
We assume that after the alignment procedure, any transmitter/receiver pair finds
a path to establish data communications, e.g., through a reflection if the direct
link is not available. By discarding the noncontinuous ceiling function, we derive a
continuous approximation of alignment time τi. The latter cannot exceed total time
slot duration T , and hence a lower bound on feasible beamwidths can be derived:

ϕtiϕ
r
i ≥

Tp
T
ψtiψ

r
i . (C.2)

Besides, since alignment takes place within the sector-level beamwidths, we have
ϕti ≤ ψti and ϕri ≤ ψri .
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Figure C.2: Illustration of the angles between transmitters and receivers θti,j and
θri,j . Solid arrows correspond to the boresight directions.

C.2.2 Effective Transmission Rate
Let gci,j denote channel gain between transmitter of link i and receiver of link j (in
short, transmitter i and receiver j), capturing both path loss and block fading, n be
the power of white Gaussian noise, and pi be the transmission power of transmitter i.
Table C.5 summarizes the main notations used throughout the paper. For analytical
tractability, we approximate the actual antenna patterns by a sectored antenna
model [92]. This simple model captures directivity gains, the front-to-back ratio,
and the halfpower beamwidth, which are considered the most important features
of an antenna pattern. In ideal sector antenna pattern, the gains are a constant
for all angles in the main lobe, and equal to a smaller constant in the side lobe.
Let θti,j and θri,j be the angles between transmitter i and receiver j relative to their
respective boresight directions (see Figure C.2). Let gti,j and gri,j be the transmission
and reception gains at transmitter i and receiver j toward each other. Then,

gti,j
(
θti,j , ϕ

t
i

)
=
{

2π−(2π−ϕt
i)z

ϕt
i

, if |θti,j | ≤
ϕt

i

2

z , otherwise
, (C.3)

and

gri,j
(
θri,j , ϕ

r
i

)
=
{ 2π−(2π−ϕr

j )z
ϕr

j
, if |θri,j | ≤

ϕr
j

2

z , otherwise
, (C.4)

where 0 ≤ z � 1 is the gain in the side lobe. The gain in the main lobe can be
derived by fixing the total radiated power of the antennas over parameter space of z,
ϕti, and ϕri . Then, the received power at receiver j from transmitter i is pigti,jgci,jgri,j ,
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Table C.5: Summary of main notations

Symbol Definition
T Time slot duration
Tp Pilot transmission time
N Number of links
SINRi Signal-to-interference-plus-noise ratio of link i

θti,j
Angle between transmitter i and receiver j
relative to transmitter boresight direction

θri,j
Angle between receiver j and transmitter i
relative to receiver boresight direction

ϕti Beam-level transmitter beamwidth of link i
ϕri Beam-level receiver beamwidth of link i
ψti Sector-level transmitter beamwidth of link i
ψri Sector-level receiver beamwidth of link i
pi Transmission power of transmitter i
τi Alignment delay
gti Antenna gain at transmitter i
grj Antenna gain at receiver j
gci,j Channel gain between transmitter i and receiver j

which depends on pi, ϕti, and ϕrj . SINR at receiver of link i is

SINRi =
pig

t
i,ig

c
i,ig

r
i,i

N∑
k=1
k 6=i

pkgtk,ig
c
k,ig

r
k,i + n

. (C.5)

We assume that interference can be treated as noise at each receiver i, implying
that, according to Shannon formula, link i can achieve a rate of log2 (1 + SINRi)
for the remaining T − τi seconds, which can be normalized by time slot duration T
to derive the normalized throughput within a time slot.

Equation (C.5) indicates that narrower transmission and reception beamwidths
lead to higher directivity gains and hence a higher data rate. As dictated by (C.1),
this gain is obtained at the cost of higher alignment time τi that leaves less time for
data transmission. This reveals a tradeoff between the time devoted to alignment
phase and the effective data rate. Notice also that decisions of different links are
coupled through SINR, and hence scheduling multiple parallel transmissions within
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a time slot is non-trivial.

C.2.3 Maximizing Network Throughput
In this paper, we consider the problem of joint beamwidth selection and trans-
mission scheduling that has to be solved by the coordinator in every time slot. In
particular, we consider a generalized version of the latter where the optimal trans-
mission power of each transmitter has to be selected such that the effective network
throughput (or equivalently spectral efficiency) is maximized. If we collect all con-
trol variables ϕti, ϕri , and pi in vectors ϕt, ϕr, and p, respectively, the problem
under consideration can be formally stated as:

maximize
ϕt,ϕr,p

R =
N∑
i=1

(
1− τi

T

)
log2 (1 + SINRi) , (C.6a)

s.t. ϕti ≤ ψti , 1 ≤ i ≤ N , (C.6b)
ϕri ≤ ψri , 1 ≤ i ≤ N , (C.6c)
ψtiψ

r
jTP /T ≤ ϕtiϕrj , 1 ≤ i, j ≤ N , (C.6d)

0 ≤ pi ≤ pmax , 1 ≤ i ≤ N . (C.6e)

Notice that for notational simplicity, function arguments have been discarded. An-
tenna beamwidths affect both τi and SINRi, whereas transmission powers only
affect the latter. Optimization problem (C.6) is generally non-convex. In addition,
SINRi and consequently the objective function depend on the physical network
topology, as dictated by θti,j and θri,j in (C.3) and (C.4). Such information cannot
be available at the coordinator in most of WPAN and WLAN systems. In the next
section, we investigate structural properties of problem (C.6), which enable us to
propose two standard-compliant and easy to implement algorithms.

C.3 Joint Beamwidth Selection and Transmission
Scheduling

The optimization problem formulated in (C.6) is generally non-convex and difficult
to solve. To derive some insight on the arising tradeoffs, we first focus on the single
link case (N = 1), which is also the case of existing mmWave standards [13]. Next,
we consider the general problem of concurrent transmissions and demonstrate how
it can be reduced to multiple parallel single link instances.

C.3.1 Single Link Scenario
Consider a network consisting of a single link i, where no interference is experienced
by the receiver. Once alignment procedure has been completed, both transmitter
and receiver operate in their main lobes, hence θti,i = θri,i = 0. This implies that
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SINR expression, formulated in (C.5), reduces to

SNRi =
gci,i
n
pi

(
2π − (2π − ϕti)z

ϕti

)(
2π − (2π − ϕri )z

ϕri

)
. (C.7)

Then, it is obvious that pmax is the optimal transmission power, as increasing trans-
mission power does not affect the alignment overhead, yet monotonically enhances
SNRi.
Remark C.3.1. Consider optimization problem (C.6) for a single link scenario. For
parameters in the region of interest, the optimal antenna beamwidths (ϕti)

∗ and
(ϕri )

∗ can be accurately approximated by a hyperbola (ϕti)
∗ (ϕri )

∗ = ϕ∗i , where ϕ∗i
is determined by system parameters ψti , ψri , Tp, T , pmax, z, gci,i and n.

Proof. A proof is provided in [125].

The above results imply that the dimension of the optimization problem in the
single link scenario can be reduced from 3 variables, namely pi, ϕti and ϕri , into
a single one, namely ϕi , ϕtiϕ

r
i . Next, we derive an additional property of the

objective function, which validates the existence of a tradeoff between alignment
overhead and achievable throughput.

Proposition C.3. Consider optimization problem (C.6) for a single link scenario.
For system parameters in the region of interest, the optimal antenna beamwidth ϕ∗i
is the unique solution of ∂R/∂ϕi = 0 .

Proof. A proof is provided in [125].

Proposition C.3 implies that generally adopting extremely narrow beams (or
equivalently excessively increasing the beamforming codebook size) is not optimal
in terms of throughput due to the huge alignment overhead. Also, wide beams devas-
tate the directivity gains, and hence they do not provide the maximum throughput.
Given channel gain gci,i, the network coordinator can find the optimal beamwidths
ϕ∗i through a simple gradient descent algorithm [126]. Next, we consider the mul-
tiple links case and we demonstrate how the coordinator can obtain an estimation
of the channel gain between transmitter and receiver i.

C.3.2 Multiple Links Scenario
Although current standards schedule a single link within each time slot, narrow
beams promise significant throughput gain by exploiting concurrent transmissions.
Optimization problem (C.6) provides the maximum network throughput, under the
assumption that the coordinator knows the exact network topology. Here, we pro-
pose two topology-agnostic approaches. The first one is a conservative approach that
generally overestimates the interference experienced by each link. In the second ap-
proach, we schedule transmissions under the assumption that resulting interference
will be negligible, which is supported by the pseudo-wired abstraction of mmWave
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communications [43]. In both cases, we show how a multiple links scenario can be
decomposed into multiple single link scenarios.

Overestimation of interference
The main idea behind this approach is to estimate interference at the sector

level, which is generally higher than interference experienced at the beam-level. An
IEEE 802.15.3c or 802.11ad compliant device has to be equipped with an orthogonal
frequency division multiplexing (OFDM) transceiver, which enables different links
to operate in different frequency channels at the same time. Inspired by FlashLinQ
protocol proposed in [124], we can derive the following low-overhead protocol to
estimate interference. First, the coordinator assigns orthogonal channels to different
links, one to each link. Each transmitter i transmits with power pmax inside its
sector and on its dedicated channel, without introducing any interference to other
links. Here, we assume that the sector of the intended receiver/transmitter can be
derived from a local table [88]. Each receiver i measures SNR in link i, denoted by
SNRi, and also overhears the received power from every transmitter j with sector-
level beam. The latter serves as an estimate of the interference-to-noise-ratio from
transmitter j, denoted by INRji. Then, we need to check if a link can be activated
concurrently with other links without receiving/causing harmful interference. From
the analysis provided in [127], the sufficient condition for link i to be independent
of link j (treating interference as noise) is√

SNRi ≥ INRj,i and
√

SNRi ≥ INRi,j . (C.8)

Each receiver i evaluates the interference level from transmitter j and according to
sufficient conditions (C.8) creates the set of interferers, i.e., the set of links with
which link i should not be activated simultaneously. Notice that interference has
been estimated at sector level, whereas actual transmissions take place over fine-
grained beams. Thus, this is an overestimation of the actual interference during
communications with pencil beams, providing a conservative approach to ensure
that no collisions occur. The receivers feedback their interferer sets to the coor-
dinator. The coordinator then derives a conflict graph that shows the links that
cannot be activated concurrently. Next, we provide a detailed description of the
proposed scheme.

A conflict graph G = (V, E) is defined by a set of vertices V and edges E . A
vertex i ∈ V represents communication link i and an edge (i, j) ∈ E indicates that
links i and j cannot be activated simultaneously due to high mutual interference. In
fact, the interferer set of link i, which is reported to the coordinator by receiver i,
represents the set of neighbors of vertex i in the conflict graph. Finally, an indepen-
dent set of graph G is a subset of V that contains no adjacent vertices, indicating
that those vertices (links) can be concurrently activated without any harmful in-
terference. This enables transformation of power allocation subproblem of (C.6)
to a transmission scheduling instance. Thus, the coordinator, out of all indepen-
dent sets, should activate at maximum power the links of the independent set that
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Protocol I Interference-aware scheduling in mmWave communications
1: Initially, the coordinator assigns orthogonal channels to different links. A single

channel is assigned to each.
2: Each transmitter i transmits with power pmax with sector-level beam on its

dedicated channel.
3: Each receiver i measures received power from transmitter i with sector-level

beam and computes SNRi.
4: Each receiver i overhears the received power from each transmitter j with sector-

level beam and computes INRj,i.
5: Each receiver i evaluates sufficient conditions (C.8) and creates the set of in-

terferers.
6: All receivers feedback their interferer sets to the coordinator.
7: The coordinator creates a conservative conflict graph, and schedules links based

on (C.9).

achieves maximum throughput. For a given independent set and due to mutual
independency of its links, the coordinator can optimize each link individually using
a simple gradient descent, as already discussed in the single link scenario.

Let Ik be independent set k, and I be the set of all independent sets. Then,
problem (C.6) can be cast as the following scheduling problem that activates the
links of the independent set that maximizes the network throughput,

maximize
Ik⊆I,ϕt,ϕr

∑
i∈Ik

(
1− τi

T

)
log2 (1 + SNRi) ,

subject to (C.6b)–(C.6d) ,
(C.9)

where SNRi is given by (C.7) with pi = pmax, since there is no interference inside
an independent set of links operating with full power.

Given the independent sets, problem (C.9) can be solved efficiently by using
gradient descent algorithms. However, finding all independent sets is an NP-hard
problem in general [128]. For sparse conflict graphs, which is the case in mmWave
networks with pencil beams, efficient solutions exist [129]. Protocol I describes the
required steps to convert the joint beamwidth selection and power allocation prob-
lem (C.6) to a joint beamwidth selection and transmission scheduling problem (C.9).

Underestimation of interference
Alternatively, according to the pseudo-wired abstraction of mmWave communi-

cations [43], that is, a relatively small number of active links operating with narrow
beams do not cause interference to each other, we may neglect interference. Thus,
we may optimize each link independently, as if it was operating on its own. Then,
the problem of joint optimization of antenna beamwidth and transmission power
for N links can be decomposed into N parallel single link problems, and each can
be solved in polynomial time as described in Section C.3.1. Protocol II describes
the steps of the proposed underestimation approach. Its computational complexity
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Protocol II Interference-agnostic scheduling in mmWave communications
1: Initially, the coordinator assigns orthogonal channels to different links. A single

channel is assigned to each.
2: Each transmitter i transmits with power pmax with sector-level beam on its

dedicated channel.
3: Each receiver i estimates channel gain of link i, that is, gci,i.
4: All receivers feedback their channel gains.
5: The coordinator optimizes beamwidth of every link individually, and each

transceiver adjusts its beamwidth accordingly. All transmissions take place at
maximum power pmax.

is significantly lower than the overestimation approach, since step 7 of Protocol I
is not applied. Both approaches have almost the same signaling overhead, except
that the underestimation one alleviates overhearing requirement.

C.4 Numerical Results

We consider a WPAN scenario with several mmWave devices, randomly located
in an area of 10 × 10 m2, operating in 60 GHz with maximum power of 2.5 mW,
which are typical values in bluetooth-based WPAN. According to IEEE 802.15.3c,
a single pilot transmission time Tp is 20 µs [130], and the time slot duration T can
be as high as 65, 535 µs [13]. We will mention the exact pilot transmission overhead
Tp/T in every figure. We assume 90◦ sector-level beams both at transmitter and
receiver side and z = 0.05 directivity gain on the side lobe. Using Monte Carlo
simulations, we evaluate the network throughput, in bits per time slot per hertz,
over 100 random topologies.

Figure C.3 illustrates Remark C.3.1 by depicting contours of the throughput
of a single link against transmission and reception beamwidths. The bold black
curve shows the optimal beamwidth region for which throughput is maximized.
This corresponds to ϕtiϕri = 240, for the example considered. Based on this result,
for the rest of simulations, we assume that ϕti = ϕri for all i.

Figure C.4 demonstrates the alignment-throughput tradeoff for a single link
mmWave network. For narrow beamwidths, beam-searching overhead is dominat-
ing, whereas as operating beamwidths increase, directivity gain becomes more im-
portant. Generally, the optimal point is a balance between directivity gain over the
benefit of additional transmission time. Moreover, reduced overhead for single pilot
transmission Tp/T allows executing more beam-searching iterations with the same
time budget. As a result, performance is improved, and narrower beams are more
beneficial.

Figure C.5 compares the performance of the proposed schemes in multiple links
scenarios for Tp/T = 0.002. For benchmarking purposes, we depict also the per-
formance of Oracle, which is the solution of optimization problem (C.6), as well
as Single Link Activation, which is the network throughput achieved if only the
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Figure C.3: Optimal region of transmission and reception beamwidths.

link of the highest SNR is activated. The following points can be made from this
figure. First, allocating only one channel per time slot, which is the case in the
existing standards, does not fully exploit the time slots of mmWave networks. This
inefficiency increases with the number of links. In particular, with 10 links, 525%,
401%, and 177% performance enhancement can be achieved by the Oracle, inter-
ference under-estimator, and over-estimator, respectively. Given that the number
of links in local networks is limited, typically less than 20, the underestimation
approach can provide low complexity solutions that are close to the optimal. Good
performance is expected for small scale networks, where users operate with narrow
beams. For ultra dense networks, however, high levels of interference invalidate the
basic pseudo-wired assumption, based on which the proposed underestimation ap-
proach has been developed. Instead, the conservative approach guarantees that no
harmful interference arises at the cost of a significant throughput reduction; yet
it outperforms the current single link activation scheme. This gain increases also
with the number of links, since a higher number of links increases the probability of
having more independent links. In general, deciding which is the most appropriate
scheme depends heavily on the computation complexity that can be tolerated, the
number of links, and quality of service requirements of individual links.
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Figure C.5: Comparison of different concurrent transmission schemes in multiple
links scenarios.

C.5 Conclusion

Millimeter wave (mmWave) communications promise a significant improvement in
spectral efficiency of next generation wireless networks. This paper demonstrated
that existing standards do not leverage its full potential. This would require to opti-
mize the alignment-throughput tradeoff and to devise novel transmission scheduling
schemes. To this end, the problem of joint beamwidth selection and power control
is formulated. This problem cannot be solved optimally, since the network topology
needs to be known a priori. Thus, two low-complexity schemes are proposed that
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rely on an overestimation and underestimation of interference and substantially
improve the performance of existing standards.

In this work we focused on short range mmWave scenarios. Most of the identified
tradeoffs arise also in cellular mmWave networks, where a hybrid digital-analog
beamforming has to be conducted due to formidable complexity of pure digital
beamforming design for large numbers of antennas [22]. Extending the proposed
schemes and addressing the additional challenges that arise in the context of cellular
networks is an interesting topic for future study.
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The Transitional Behavior of Interference in
Millimeter Wave Networks

Hossein Shokri-Ghadikolaei and Carlo Fischione

Abstract

Millimeter wave (mmWave) communication systems use large number
of antenna elements that can potentially overcome severe channel attenua-
tions by narrow beamforming. Pencil-beam operations in mmWave networks
also reduce multiuser interference, introducing the concept of noise-limited
wireless networks as opposed to interference-limited ones. The noise-limited
or interference-limited regime heavily reflects on the medium access control
(MAC) layer throughput and on proper resource allocation and interference
management strategies. Yet, these regimes are ignored in current approaches
to mmWave MAC layer design, with the potential disastrous consequences on
the communication performance. In this paper, these regimes are investigated
in terms of collision probability and throughput. Tractable closed-form expres-
sions for collision probability and MAC layer throughput of mmWave ad hoc
networks, operating under slotted ALOHA, are derived. The new analysis re-
veals that mmWave networks may exhibit a non-negligible transitional behav-
ior from a noise-limited to an interference-limited behavior, depending on the
density of transmitters, density and size of obstacles, transmission probability,
operating beamwidth, and transmission power. Such a transitional behavior
necessitates a new framework of adaptive hybrid resource allocation proce-
dure, containing both contention-based and contention-free phases with on-
demand realization of the contention-free phase. The contention-based phase
may significantly improve network throughput performance with light signal-
ing overhead, whereas a contention-free phase may deliver collided packets, so
to guarantee a reliable physical layer. Moreover, conventional collision avoid-
ance procedure in the contention-based phase should be revisited, due to
the transitional behavior of interference, to maximize throughput/delay per-
formance of a mmWave network. It is concluded that, unless proper hybrid
schemes are investigated, the severity of the transitional behavior may signifi-
cantly reduce or hinder throughput/delay performance of mmWave networks.

D.1 Introduction

Increased demands for extremely high data rates and limited available spectrum for
wireless systems in microwave bands motivate the use of millimeter wave (mmWave)
communications to support multi-gigabit data rates. MmWave communication can
support many diverse applications including Gbps short range wireless kiosks, aug-
mented reality, massive wireless access in crowd public places, intra- and inter-
vehicles connections, wireless connections in data centers, and mobile fronhaul-
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ing and backhauling. The vast range of applications make mmWave communica-
tion a major technology for future short range and cellular wireless networks [1,
3–6, 22], and leads to several standardization activities such as ECMA 387 [52],
IEEE 802.15.3c [13], IEEE 802.11ad [14], WirelessHD consortium, and wireless
gigabit alliance (WiGig), and very recently IEEE 802.11ay study group on next
generation 60 GHz, established in May 2015 and will support use cases with up to
1000 m range and with 40 Gbps data rate.1 The Federal Communications Commis-
sion in the USA and the Ofcom in UK also published individual notice of inquiries
in early 2015 to investigate if the mmWave bands should be re-purposed for mobile
radio services [10,11].

MmWave communications use the part of the electromagnetic spectrum between
30 and 300 GHz, which corresponds to wavelengths from 10 mm to 1 mm. The main
characteristics of mmWave communications are short wavelength, large bandwidth,
and high attenuation through most obstacles, called blockage [19]. Very small wave-
lengths allow the implementation of many antenna elements in the current size of
radio chips, which promises a substantial increment in the link budget using beam-
forming. Such a gain can largely or even completely compensate the high path-loss
(that is, the distance-dependent component of the channel attenuation) without ad-
ditional transmission power. Achieving this gain requires having very narrow beams
both at the transmitter and at the receiver. These pencil-beams, besides boosting
the link budget, reduce the interference from other transmitters [22]. In the ex-
treme case, once such multiuser interference is no longer the main limiting factor
of the throughput performance, we may face a noise-limited network where the
achievable throughput is limited by the noise power.2 The fundamental question is
whether a mmWave network with pencil-beam operation is noise-limited as opposed
to conventional interference-limited networks. This is a very important question at
medium access control (MAC) layer; the answer will reveal the required complexity
(and intelligence) for different MAC layer functions.

The network operating regime may determine which MAC protocol is better
suited. For example, spatial time division multiple access (STDMA) protocol ac-
tivates a set of transmitter-receiver pairs (links) with negligible mutual interfer-
ence at a time slot, offering the maximum throughput for every link and for the
network [55–58]. However, it requires knowledge of precise network topology a
priori [57], which is not available in most of indoor WPAN scenarios, especially
those with mobile devices. Scheduling based on partial knowledge of the network
topology leads to a significant network throughput drop, e.g., 33% loss is reported

1Detailed information about these projects can be found at the following addresses: http://
www.wirelesshd.org (WirelessHD), http://wirelessgigabitalliance.org (WiGig), and http:
//www.ieee802.org/11/Reports/ng60_update.htm (802.11ay), respectively. The study group of
IEEE 802.11ay has not released any stable document so far, and the number are derived from the
available proposals of the study group.

2Rigorously speaking, not being in an interference-limited regime does not necessarily imply
that the noise power is the main bottleneck of the network throughput performance. Other sources
such as beamforming (beam training) overhead may impact the achievable performance of a
mmWave network [83]. In this paper, however, we focus on the interference behavior and neglect
those overheads, and therefore the system will be either interference-limited or noise-limited.
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in [59]. Discovering the topology (even partial knowledge) requires exchanging sev-
eral control messages. Sending these control messages may be overwhelming in
mmWave networks due to the characteristics of the physical control channel.3 The
optimal STDMA needs to solve an NP-hard problem for a given network topol-
ogy [58–60], which may lead to largely suboptimal solutions in a network with
very fast rescheduling requirements such as in mmWave networks [22]. To mitigate
unaffordable signaling and computational overhead of STMDA, current mmWave
standards adopt a very conservative approach of activating only one link at a time
through a time division multiple access (TDMA)-based resource allocation [13,14].
This conservative resource allocation, once again, is substantially suboptimal in
mmWave networks [57, 62, 131], though achieves the performance of STDMA if
there is mutual interference between any pair of links. The latter is very unlikely in
mmWave networks with pencil-beam operation. Slotted ALOHA, as an alternative
contention-based resource allocation solution, imposes no signaling and computa-
tional overhead and achieves the performance of STDMA provided that there is no
mutual interference between any pair of links (a noise-limited regime). However, it
cannot guarantee communications without collisions, which is important in many
applications. Hybrid MAC approaches, mainly developed for interference-limited
networks, can combine the strengths and offset the weaknesses of contention-based
and contention-free resource allocation strategies [62,63,132–135].

To design a proper hybrid MAC for mmWave networks with pencil-beam opera-
tion, the first step is analyzing the collision, evaluating performance gain (in terms
of throughput/delay) due to various resource allocation protocols, and investigating
the signaling and computational complexities of those protocols. Roughly speaking,
as the system goes to the noise-limited regime, the required complexity for proper
resource allocation and interference avoidance functions at the MAC layer substan-
tially reduces [43, 57, 70, 136–138]. For instance, in a noise-limited regime, a very
simple resource allocation such as activating all links at the same time without any
coordination among different links may outperform a complicated independent-set
based resource allocation [57]. Instead, pencil-beam operation complicates negotia-
tion among different devices in a network, as control message exchange may require
time consuming antenna alignment procedure to avoid deafness [57]. Deafness refers
to the situation in which the main beams of the transmitter and the receiver do not
point to each other, preventing establishment of a communication link. Therefore,
determining the network operating regime is essential to determine the best MAC
layer protocol. How to make such a determination is largely an open problem for
mmWave networks.

The seminal work in [43] shows the existence of pseudowired abstraction (noise-

3Due to high reliability and robustness requirements, the physical control channel has a sig-
nificantly lower transmission rate compared to the data channel. IEEE 802.11ad, for instance,
supports up to 27.7 Mbps for control packets (a “packet” is a message frame at the MAC layer)
while 6.7 Gbps is supported for data packets [118]. Moreover, sending control packets in the
mmWave bands may impose additional beam training overhead compared to sensing those in the
microwave bands [22]. This alignment is necessary to avoid deafness, formally defined later in this
section.



106 Transitional Behavior of Interference in mmWave Networks

limited network) in outdoor mmWave mesh networks. However, as shown in [57,
123, 138, 139], indoor mmWave WPANs are not necessarily noise-limited. In par-
ticular, activating all links causes a significant performance drop compared to the
optimal resource allocation [57], indicating that there may be situations in which a
non-negligible multiuser interference is present; the noise power is not always the
limiting factor. Such a performance degradation increases with the number of de-
vices in the network [57]. This indeed means that the accuracy of the noise-limited
assumption to model the actual network behavior reduces with the number of links.
Similar conclusions are also made in mmWave cellular networks [67]. The increased
directionality level in a mmWave network reduces multiuser interference; however,
this reduction may not be enough to take an action (e.g., resource allocation) based
on the assumption of being in a noise-limited regime. It follows that a pseudoweired
assumption may be detrimental for proper MAC layer design. However, the interfer-
ence footprint may not be so large that we need to adopt very conservative resource
allocation protocols such as TDMA, which activates only one link at a time.

In this paper, we investigate the fundamental performance indicators that will
help in deciding which MAC is the best for which situation. To this end, we first
introduce a novel blockage model that, unlike the existing models [48,67,140–142],
captures the angular correlation of the blockage events as a function of size and den-
sity of the obstacles. We drive tractable closed-form expressions for collision proba-
bility, per-link throughput, and area spectral efficiency. We analytically evaluate the
impact of the transmission/reception beamwidth, transmission power, and the den-
sities of the transmitters and obstacles on the performance metrics. The new analy-
sis shows that the pseudowired abstraction may not be accurate even for a modest-
sized ad hoc network, and mmWave networks exhibit a transitional behavior from a
noise-limited regime to an interference-limited regime. Using the established colli-
sion analysis, we investigate if either a contention-based or contention-free resource
allocation protocol is a good option for a mmWave ad hoc network. To this end, we
derive the exact expressions and tight bounds on the MAC layer throughput of a
link, area spectral efficiency, and delay performance of STDMA, TDMA, and slot-
ted ALOHA protocols. Comprehensive analysis reveals that STDMA is impractical
due to massive signaling and computational overheads. A simple slotted ALOHA
may achieve the performance of STDMA and significantly outperform TDMA in
terms of network throughput/delay performance, while TDMA is still necessary to
guarantee communication without any collision. We conclude that the transitional
behavior of mmWave networks necessitates a collision-aware hybrid resource alloca-
tion procedure, containing both contention-based and contention-free phases with
flexible phase duration. In particular, the contention-based phase with on-demand
execution of the collision avoidance substantially improves throughput/delay per-
formance of the network. Moreover, on-demand use of the contention-free phase
to deliver only the collided packets guarantees a reliable physical layer with mini-
mal drop in network throughput/delay performance. Detailed analysis of this paper
clarifies the collision level and throughput performance of mmWave networks, and
thereby provide required guidelines for designing proper resource allocation and
interference management protocols for future mmWave networks.
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The rest of this paper is organized as follows. In Section D.2, we describe the
system model. The collision probability in mmWave ad hoc networks is derived in
Section D.3, followed by evaluation of the MAC throughput and characterization
of the network operating regime in Section D.4. Concluding remarks, along with
possible future directions, are provided in Section D.5.

D.2 System Model

We consider a mmWave wireless network, and a homogenous Poisson network of
transmitters on the plane with density λt per unit area, each associated to a re-
ceiver. To evaluate the collision performance of the network, we consider a reference
link (called typical link) between a reference receiver and its intended transmitter
having geometrical/spatial length `, see Table D.6 for a list of the main symbols
used in the paper. We call the receiver and the transmitter of the typical link as the
typical receiver and the tagged transmitter. From Slivnyak’s Theorem [89, Theorem
8.1] applied to homogenous Poisson point processes, the conditional distribution of
potential interferers, excluding the tagged transmitter, given the typical receiver at
the origin is another homogenous Poisson point process with the same density. We
assume that if multiple neighbors are transmitting to the same receiver, at most
one of them can be successfully decoded by that receiver. This natural assumption
is due to lack of multiuser detection in many devices and thus existing mmWave
standards [13, 14] adopts it. The assumption is also common in performance eval-
uation procedure [43, 48, 91, 92, 143]. Therefore, all transmitters in the network act
as potential interferers for the typical receiver (the receiver of the typical link).
The amount of interference depends on the density and location of the interferers
relative to the typical receiver, transmission powers, channel model, the antenna
radiation pattern, blockage model, and transmission and reception beamwidths.

We consider a slotted ALOHA protocol without power control to derive a lower
bound on the performance.4 That is, the transmission power of all links is p. We
let every transmitter (interferer) be active with probability ρa, so the probabil-
ity of transmitting in a slot is ρa. In the slotted ALOHA, the transmissions are
regulated to start at the beginning of a time slot. The slotted ALOHA is a good
model for the worst case analysis of a device-to-device (D2D) network underlying a
cellular network, as devices are synchronous by using base station synchronization
signals. Also, slotted ALOHA provides an upper bound on the throughput per-
formance of pure ALOHA, where the transmission is started immediately upon a
new packet arrival [144]. Although for mathematical tractability we choose slotted
ALOHA, the analysis of this paper can be readily extended to the pure ALOHA
case. Further, similar to [91, 92], we assume that transmitter of every link is spa-
tially aligned with its intended receiver, so there is no beam training overhead. The

4Kleinrock’s seminal work shows that simple CSMA protocols easily outperform both pure
and slotted ALOHA protocols [144]. As will be shown in this paper, there is a non-negligible
contention on the channel access, making it imperative to add a simple carrier sense functionality
to the slotted ALOHA. However, as the system goes to the noise-limited regime, the performance
gain due to this additional functionality vanishes.
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Table D.6: Summary of main notations

Symbol Definition
Ad Area of circle sector with radius d and angle θc

ASES-ALOHA Area spectral efficiency of slotted ALOHA
ASETDMA Area spectral efficiency of TDMA
dmax Interference range
` Geographical/spatial length of the typical link
nI The number of interferers
no The number of obstacles

rS-ALOHA Average throughput of a link in slotted ALOHA
rTDMA Average throughput of a link in TDMA
θ Transmission/reception beamwidth
θc Coherence angle
λI Density of potential interferers per unit area
λt Density of transmitters (links) per unit area
λo Density of obstacles per unit area
ρa Transmission probability of slotted ALOHA
ρc|` Conditional collision probability given `
ρs|` Conditional probability of successful transmission given `

adverse impacts of the beam training overhead on per-link and network through-
put performance is investigated in [57]. In this paper, instead, we have assumed
pre-aligned transmitter-receiver pairs to analyze the impact of other parameters
(such as density of the transmitters, operating beamwidth, density and size of the
obstacles, and the blockage model) on the performance of mmWave networks. More-
over, the beam training procedure imposes same overhead on all resource alloca-
tion protocols we are considering in this paper, so it can be neglected from the
comparative analysis and conclusions. If there is no obstacle on the link between
transmitter i and the origin, we say that transmitter i has LoS condition respect to
the typical receiver, otherwise it is in non-LoS (NLoS) condition. Moreover, similar
to [43,48,67,91,92,140–143], we consider only LoS links and neglect reflections.

We consider a distance-dependent path-loss with exponent α, as commonly as-
sumed for MAC layer performance evaluations [43, 88]. This simple model allows
deriving tractable closed-form expressions for the collision probability and for the
throughput, and, at the same time, enables us to draw general conclusions about
the network operating regime. Note that the sparse scattering feature of mmWave
frequencies along with a pencil beam operation makes the mmWave channel more
deterministic compared to that of microwave systems that normally operate in rich
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scattering environments and omnidirectional transmission [7]. Moreover, we use
the protocol model of interference [39], which is common in the MAC layer anal-
ysis [43, 145–147]. In this model, for a given distance between a reference receiver
and its intended transmitter, a collision5 occurs if there is at least another inter-
fering transmitter no farther than a certain distance from the reference receiver,
hereafter called interference range. Besides its simplicity, the recent investigation
in [50] reveals that the special characteristics of mmWave networks makes such a
protocol model quite accurate for mmWave networks. Essentially, as the probability
of having LoS condition on a link decreases exponentially with the distance [51], far
away transmitters will be most probably blocked (in NLoS condition) and there-
fore cannot contribute in the interference a receiver experiences. Therefore, we may
consider only the impact of spatially close interferers, and yet having negligible loss
in the accuracy of the interference model.

At the MAC layer, the beamforming is represented by using an ideal sector
antenna pattern [48,91,92], where the directivity gain is a constant for all angles in
the main lobe and equal to a smaller constant in the side lobe. This model allows
capturing the interplay between antenna gain, which ultimately affects transmission
range, and half power beamwidth. We assume all devices in both transmission and
reception modes operate with the same beamwidth θ. Considering 2D beamforming,
the directivity gain for each transmitter/receiver is{

2π−(2π−θ)ε
θ , in the main lobe

ε , in the side lobe
, (D.1)

where typically 0 ≤ ε� 1. The gain in the main lobe can be derived by fixing the
total radiated power of the antennas over parameter space of ε and θ. Due to small
value of ε compared to the directivity gain in the main lobe, only the interferers
that are aligned with the typical receiver can cause collision. In other words, there
is no strong interference, so no collision, in the deafness condition.

Further, the extremely high penetration loss in mmWave networks almost van-
ishes the impact of any transmitter with non-LoS condition with respect to a re-
ceiver. To have quantitative insights, mmWave signals will be attenuated by 35 dB
due to the human body and by up to 80 dB due to brick [19]. The extreme penetra-
tion loss not only blocks a link between a receiver and its intended transmitter, as
argued in [88], it also vanishes the impact of unintended transmitters with non-LoS
conditions (non-LoS interferers) on the aggregated interference level the receiver ex-
periences. The negligible impact of the non-LoS interferers is also confirmed in [148].

Blockage model: As the operating beamwidth becomes narrower, the events
of observing obstacles on the link between the typical receiver and individual inter-
ferers become more and more correlated, so the LoS condition for different inter-
ferers becomes correlated. Many interferers that are closely located in the angular

5Note that “collision” is defined as the outage event due to strong interference from other
transmitters. Note that an outage can also occur due to low signal-to-noise ratio (SNR) even
without any interference.
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domain from the point of view of the receiver can be blocked by an obstacle be-
tween them and the receiver. Therefore, the assumption of independent LoS condi-
tions on the links among the typical receiver and different interferers, as considered
in [48,67,140–142], is not adequate for mmWave systems. The accuracy of this inde-
pendent blockage model decreases if we increase the density of the transmitters or if
the transmitters appear in spatial clusters. The consequence is that those blockage
models may sometimes prevent to derive correct conclusions, especially for dense
mmWave networks.

In this paper, assuming that the center of obstacles6 follow a homogenous Pois-
son point process with density λo independent of the communication network, we
use the following model to capture the aforementioned correlation among LoS condi-
tions: we define a coherence angle θc over which the LoS conditions are statistically
correlated. That is, inside a coherence angle, an obstacle blocks all the interferers
behind itself, so there is no LoS conditions in distances d ≥ l with respect to the
receiver of the typical link and consequently no LoS interferers, if there is an obsta-
cle at distance l. However, there is no correlation between LoS condition events in
different coherence angle intervals, i.e., in different circle sectors with angle θc. The
coherence angle depends on the size and density of obstacles in the environment.
Note that different obstacles with different sizes and locations can cause differ-
ent intervals θc of the angular correlation of blockage events. However, we suggest
using the average value of θc to simplify the analysis, which otherwise would be
intractable. We made this proposal inspired by the classic concept of coherence
time and the coherence bandwidth for the wireless channel. The coherence time
and coherence bandwidth are different for different users with different speeds and
different surrounding environments; still, the common approach is assuming the
same values for all users to simplify the analysis (see [149] and references therein).
We validate the proposed blockage model in Section D.4 using extensive set of
emulations.

D.3 Collision Analysis

In this section, we investigate the collision probability in a mmWave network work-
ing with slotted ALOHA protocol. The derivation of such a result will play a major
role in performance analysis of mmWave networks, presented in Section D.4.

We consider a typical receiver at the origin of the Polar coordinates and its
intended transmitter at distance ` and evaluate the collision probability due to other
transmitters’ operation located inside the circle sector with angle θ and radius of the
interference range. Let p, ν, and fc be the signal transmission power, phase speed,
and carrier frequency, respectively. In free space, the phase speed of electromagnetic
signals is almost the speed of light. The channel gain between the typical receiver
and an aligned non-blocked transmitter at distance d is (ν/4πdfc)α.

6For sake of simplicity, we may use obstacle to refer the center of that obstacle throughout
the paper.
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We denote by dmax the interference range, by β the minimum SINR threshold
at the typical receiver, and by σ the noise power. The interference range dmax is
defined as the maximum distance an interferer can be from the receiver and still
cause collision/outage. At the typical receiver, the SINR due to transmission of the
intended transmitter and an aligned LoS interferer located at distance d is

p
(

2π−(2π−θ)ε
θ

)2 (
ν

4π`fc

)α
p
(

2π−(2π−θ)ε
θ

)2 (
ν

4πdfc

)α
+ σ

.

Comparing the SINR expression to β, we get the interference range

dmax =
(
`−α

β
− σ

p

(
2π − (2π − θ)ε

θ

)−2(
ν

4πfc

)−α)−1/α

.

A transmitter at distance d from the typical receiver can cause collision provided
that the following conditions hold: (a) it is active, (b) the typical receiver is inside
its main lobe, (c) it is inside the main lobe of the typical receiver, (d) it is located
inside the interference range d ≤ dmax, and (e) it is in LoS condition with respect to
the typical receiver. These conditions are illustrated in Fig. D.1, where the tagged
transmitter, interferers, and obstacles are represented by a green circle, red trian-
gles, and blue rectangles, respectively. Also, the highlighted part is the sector from
which the typical receiver is receiving signal. Interferers 1, 2, and 3 cannot cause
collision at the typical receiver due to condition (c), (d), and (e), respectively. Due
to random deployment of the devices, the probability that the typical receiver lo-
cates inside the main lobe of an active transmitter is θ/2π. Therefore, if the density
of transmitters per unit area is λt and if the average probability of being active for
every transmitter is ρa, the interferers for which conditions (a) and (b) hold follow
a homogenous Poisson point process with density λI = ρaλtθ/2π per unit area.
Conditions (c) and (d) reduces the area over which a potential interferer can make
collision. For condition (e), we need to elaborate the blockage model. The typical
receiver observes k = dθ/θce sectors, each with angle θc, where d·e is the ceiling
function. For the sake of simplicity, we assume that θ/θc is an integer; however the
analysis can be extended, with more involved calculations, to the general case. We
take the general assumption that the tagged transmitter is uniformly distributed
in the circle sector with angle θ that the typical receiver is pointing to, as shown
by hashed lines in Fig. D.1. Having a fix coordinate for the tagged transmitter is a
special case of our analysis. It is straightforward to see that the tagged transmitter
is located in one of these k sectors with uniform distribution and its radial distance
to the typical receiver L is a continuous random variable with density function
fL(`) = 2`/d2

max. Without loss of generality, we assume that the tagged transmit-
ter is in sector k. It means that we have a combination of interferers and obstacles
in the first k − 1 sectors. In the last sector, we cannot have any obstacle in the
circle sector with angle θc and radius `, as the tagged transmitter in ` should be in
the LoS condition, otherwise the typical link will not be established and collision
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Figure D.1: Hatched lines show potential interference zone. Operating beamwidth
θ is divided into k sectors of angle θc. The typical receiver is on the origin. The
tagged transmitter, shown by a green circle, is on sector k at distance ` of the typical
receiver. Si shows sector 1 ≤ i ≤ k − 1. SS1 and SS2 are two sub-sectors of sector
k. Zones with orange hatched lines have both random interferers and obstacles,
represented by a red triangle and a blue rectangle. Zones with green hatched lines
have only random interferers. dmax is the interference range.

cannot happen. Dividing the last sector into two sub-sectors, corresponding to the
distances (0, `] and (`, dmax], the first sub-sector contains only interferers, whereas
the second one has both interferers and obstacles. In the following, we first derive
the probability of receiving collision from individual sectors and then compute the
collision probability in general.

Let Ad be the area of a circle sector with radius d and angle θc. The number
of interferers and obstacles in every sector s, 1 ≤ s ≤ k − 1, are Poisson random
variables with average λIAd and λoAd, where λI and λo are the density of potential
interferers and obstacles per unit area. Let nI and no be the number of interferers
and obstacles, which are independent Poisson random variables with densities λI
and λo. Given sector s, 1 ≤ s ≤ k − 1, we have three possible cases:

1. nI = 0, no ≥ 0: There is no interferer, and consequently the probability of
LoS interference is 0.

2. nI ≥ 1, no = 0: In this case, every interferer in the sector is a LoS interferer
that causes collisions. The probability of LoS interference in this case is 1.
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3. nI ≥ 1, no ≥ 1: In this case, we have a combination of interferes and obstacles
located randomly inside the sector. Let {x1, x2, . . . , xnI

} and {y1, y2, . . . , yno}
be the set of distances of nI interferers and no obstacles from the origin,
where nI and no are Poisson random variables. We define random variables
X(1) = min{x1, x2, . . . , xnI

} and Y(1) = min{y1, y2, . . . , yno
}. Given nI ≥ 1

and no ≥ 1, the typical receiver observes at least one LoS interferer provided
that X(1) < Y(1). We characterize the probability of having at least one LoS
interferer in the following propositions.

Lemma D.1. Consider the blockage model, described in Section C.2 and Fig. D.1.
Given sector s, the number of interferers nI ≥ 1, and the number of obstacles
no ≥ 1, joint probability density function X(1), Y(1), nI , and no is

fX(1),Y(1),nI ,no
(x, y, n,m|n ≥ 1,m ≥ 1) = 2nx

d2
max

(
1− x2

d2
max

)n−1 2my
d2

max

(
1− y2

d2
max

)m−1

× e−λIAdmax

1− e−λIAdmax

(λIAdmax)n

n!
e−λoAdmax

1− e−λoAdmax

(λoAdmax)m

m! .

(D.2)

Also, the probability of having at least one LoS interferer is

λo
(1− e−λIAdmax ) (1− e−λoAdmax )

(
1− e−λoAdmax

λo
− 1− e−(λo+λI )Admax

λo + λI

)
. (D.3)

Proof. A proof is given in Appendix A.

Using Lemma D.1, we can find the probability of having LoS interference in
sector s, 1 ≤ s ≤ k − 1.

Proposition D.4. Consider the blockage model, described in Section C.2 and in
Fig. D.1. Given sector s, 1 ≤ s ≤ k − 1, the probability of having at least one LoS
interferer is

λI
λo + λI

(
1− e−(λo+λI )Admax

)
, (D.4)

where λI = ρaλtθ/2π and Admax = θcd
2
max/2.

Proof. For sake of notation simplicity, we denote by Pr[LI] the probability of having
at least one LoS interferer in a given sector s, 1 ≤ s ≤ k − 1. Let nI = n and
no = m. Considering the discussions at the beginning of this subsection and mutual
independence of the number of interferes and obstacles, we have

Pr[LI] = Pr[LI |n = 0] Pr[n = 0] + Pr[LI |n ≥ 1,m = 0] Pr[n ≥ 1,m = 0]
+ Pr[LI |n ≥ 1,m ≥ 1] Pr[n ≥ 1,m ≥ 1]

= Pr[LI |n ≥ 1,m = 0] Pr[n ≥ 1] Pr[m = 0]
+ Pr[LI |n ≥ 1,m ≥ 1] Pr[n ≥ 1] Pr[m ≥ 1] , (D.5)
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where Pr[LI |n ≥ 1,m = 0] = 1, Pr[n ≥ 1] = 1−e−λIAdmax , Pr[m = 0] = e−λoAdmax ,
Pr[LI |n ≥ 1,m ≥ 1] is given in (D.3), and Pr[m ≥ 1] = 1− e−λoAdmax . After some
algebraic manipulations, we have

Pr[LI] =
(
1− e−λIAdmax

)
e−λoAdmax + λo

(
1− e−λoAdmax

λo
− 1− e−(λo+λI )Admax

λo + λI

)
= λI
λo + λI

(
1− e−(λo+λI )Admax

)
, (D.6)

which concludes the proof.

In order to numerically illustrate Proposition D.4 and derive some insights on
the behavior of LoS interference probability formulated in (D.4), we simulate an
ad hoc network with random number of mmWave links, operating with beamwidth
θ = 20° at 60 GHz. The transmission probability of every link is 1, so all links
are always active. We assume a 2.5 mW transmission power, a coherence angle
θc = 5°, and an interference range dmax = 15 m. Using Monte Carlo simulations,
we evaluate the average probability of having a LoS interference over 106 random
topologies. Changing λt, λo, θ, and dmax we can cover a wide variety of future
mmWave applications. These spans the following cases: long range, low mobility,
low density usage applications such as mobile fronthauling/backhauling use case
(corresponds to high dmax and small θ, λo, and λt); short range, high mobility,
massive wireless access usage applications such as crowded public place use case
(corresponds to small dmax, wider θ, and higher λo and λt).

Fig. D.2a shows the probability of having LoS interference from a given sector
s, 1 ≤ s ≤ k − 1, as a function of link density λt. First of all, Proposition D.4
holds for all curves. Not surprisingly, increasing the link density increases LoS in-
terference probability, but in a saturating manner. Also, higher obstacle density
increases blockage probability, so reduces LoS interference probability. As can be
observed in the figure, for the density of 1 transmitter (interferer) in a 3x3 m2 area,
increasing the density obstacles by a factor of 100, from 0.0025 to 0.25, leads to
only 62% reduction on the probability of observing an LoS interferer. To better
understand the impact of obstacle density λo, we report the probability of having
LoS interference from a given sector s, 1 ≤ s ≤ k − 1, as a function of λo. LoS
interference probability is not too sensitive to the changes of λo for small obstacle
densities. However, the sensitivity increases by λo, leading to a very fast reduction
in LoS interference probability by a small increment of λo, for instance, for λo > 1.

Although (D.4) describes LoS interference probability from every sector 1 to
k−1, for sector k we need to extend (D.4) according to the corresponding blockage
and interference models. As shown in Fig. D.1, sector k consists of two sub-sectors,
corresponding to the distances (0, `] and (`, dmax]. In the first sub-sector, there is
no obstacle, whereas we have regular appearance of the obstacles in the second
sub-sector, see Fig. D.1. Following the same steps taken in Appendix A and in
Proposition D.4, and after some algebraic manipulations, we can derive the proba-
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Figure D.2: The probability of having LoS interference from sector s, 1 ≤ s ≤ k − 1,
as a function of (a) link density and (b) obstacle density, as computed by Equa-
tion (D.3) and Monte Carlo simulations.

bility of receiving LoS interference from sector k:

1− e−λIA` + λI
λo + λI

(
e−(λo+λI )A` − e−(λo+λI )Admax

)
. (D.7)

Proposition D.5. Let λt and λo denote the density of the interferers and obsta-
cles per unit area. Let ρa be the probability that an interferer is active. Consider
blockage and interference models, described in Fig. D.1. Let dmax, θ, and θc be the
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interference range, operating beamwidth, and coherence angle, respectively. Given
that the typical link at length ` can be established, the conditional collision proba-
bility, denoted by ρc|`, is

ρc|` = 1−
(
λo + λIe

−(λo+λI )Admax

λo + λI

)dθ/θce−1

×
(
e−λIA` − λI

λo + λI

(
e−(λo+λI )A` − e−(λo+λI )Admax

))
, (D.8)

where λI = ρaλtθ/2π, Admax = θcd
2
max/2 and A` = θc`

2/2.

Proof. Given that the typical link is established, the collision probability is equal
to the probability of having at least one LoS interferer, irrespective of the sectors in
which the LoS interferer(s) are. To derive the collision probability, we first find its
complementary, that is, the probability of having no LoS interferer in any sector.
The latter is equal to complementary of the event of having collision in any sector,
given by (D.4) and (D.7). Considering mutual independence of different sectors, the
proof is straightforward.

We can draw several fundamental remarks from the closed-form expression of
the collision probability of Equation (D.8).

Remark D.3.1. The collision probability, formulated in (D.8), implies the following
asymptotic results:

λI → 0 ⇒ ρc|` → 0 ,

λo → 0 ⇒ ρc|` → 1−
(
e−λIAdmax

)dθ/θce
,

λI →∞ , λo <∞ ⇒ ρc|` → 1 ,
λo →∞ , λI <∞ ⇒ ρc|` → 1− e−λIA` ,

θ → 0 , θ = θc ⇒ ρc|` → 0 ,

θc → 0 , θ � θc ⇒ ρc|` → 1− e−λId
2
maxθ/2 .

Note that the last remark, which can be simply proved by relaxing ceiling func-
tion in (D.8) and using a Taylor expansion, is basically equivalent to assume that
different interferers experience independent LoS events, as considered in [48]. Re-
mark D.3.1 shows asymptotic performance bounds on the conditional collision prob-
ability and provides benchmarks for the analysis.

The last step of characterizing the collision probability is taking an average
of (D.8) over distribution of the length of the typical link, which is 2`/d2

max. The
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resulting collision probability is

ρc = 1−
∫ dmax

`=0

2`
d2

max

(
λo + λIe

−(λo+λI )θcd
2
max/2

λo + λI

)dθ/θce−1

×
(
e−λIθc`

2/2 + λI
λo + λI

(
e−(λo+λI )θc`

2/2 − e−(λo+λI )θcd
2
max/2

))
d`.

(D.9)

Proposition D.6. Let λt and λo denote the density of the interferers and obstacles
per unit area. Let ρa be the probability that an interferer is active. Consider blockage
and interference models, described in Fig. D.1. Let dmax, θ, and θc be the interfer-
ence range, operating beamwidth, and coherence angle, respectively. The collision
probability is bounded as

1−
(
λo + λIe

−(λo+λI )θcd
2
max/2

λo + λI

)dθ/θce

≤ ρc

ρc ≤ 1− e−λIθcd
2
max/2

(
λo + λIe

−(λo+λI )θcd
2
max/2

λo + λI

)dθ/θce−1

, (D.10)

where λI = ρaλtθ/2π.

Proof. We first observe that the collision probability given by (D.9) is strictly in-
creasing with `. Therefore, its lower and upper bounds are achieved by substituting
` = 0 and ` = dmax into (D.9), respectively. This completes the proof.

Using simulation parameters similar to those used in Fig. D.2, we depict the
collision probability against the length of the typical link ` in Fig. D.3. As stated
in Proposition D.6, the collision probability is an increasing function of ` with
lower and upper bounds, formulated in (D.10). First, Proposition D.5 holds for all
curves, and there is a perfect coincidence between numerical and analytical results.
Moreover, both upper and lower bounds are tight for all examples considered in
the figure, implying that the approximated closed-form expressions (D.10) can be
effectively used for pessimistic/optimistic MAC layer designs, instead of the exact
but less tractable expression. For the example of 1 transmitter in a 3x3 m2 area and
operating beamwidth θ = 20°, the maximum error due to those approximations,
that is, the difference between upper and lower bounds is only 0.005. This error
reduces as the operating beamwidth or link densities reduces, see Fig. D.3.

In the next section, we will use the collision probability to derive several per-
formance metrics of a mmWave ad hoc network.

D.4 Throughput and Delay Analysis

The closed-form expression of collision probability and its bounds, formulated in
(D.8)–(D.10), allow deriving the effective MAC layer throughput, analyzing the
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Figure D.3: The probability of collision as a function of the length of the typical
link `, as computed by Equations (D.8) and Monte Carlo simulations, marked by
filled circles. Upper and lower bounds are computed by Equation (D.10).

regime at which the network operates, highlighting inefficiency of hybrid MAC
protocols of existing standards, and providing insightful discussions on the proper
resource allocation and interference management protocols for future mmWave net-
works.

D.4.1 Noise-limited or Interference-limited

To compute per-link throughput, we note that the tagged transmitter is active with
probability ρa. Its transmission to the receiver at distance ` is successful if there
is no blockage, which occurs with probability e−λoA` , and no collision, which oc-
curs with probability

(
1− ρc|`

)
. Therefore, the conditional probability of successful

transmission in a slot given `, denoted by ρs|`, is

ρs|` = ρae
−λoA`

(
1− ρc|`

)
. (D.11)

Let rS-ALOHA be the average MAC throughput of slotted ALOHA. Assuming trans-
mission of one packet per slot, the average per-link throughput is equal to the
average successful transmission probability, hence

rS-ALOHA =
∫ dmax

`=0
ρs|`fL (`) d` =

∫ dmax

`=0
ρae
−λoA`

(
1− ρc|`

) 2`
d2

max
d` , (D.12)

where fL(`) is the distribution function of the link length. Since ρs|` is strictly
decreasing with `, we can find upper and lower bounds of rS-ALOHA by substituting
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` = 0 and ` = dmax into ρs|`. We have

ρae
−(λo+λI )θcd

2
max/2

(
λo + λIe

−(λo+λI )θcd
2
max/2

λo + λI

)dθ/θce−1

≤ rS-ALOHA

rS-ALOHA ≤ ρa

(
λo + λIe

−(λo+λI )θcd
2
max/2

λo + λI

)dθ/θce

. (D.13)

For a given ρa, the throughput is uniquely determined by the collision probabil-
ity. It follows that we can study the collision probability, instead of the throughput,
to identify the operating regime. By definition, we are in the noise-limited regime
if the collision probability is too small for given density of the obstacles, density
of the transmitters, and operating beamwidth, among the main parameters. On
the other hand, if there is at least one LoS interferer, which limits the throughput
performance of the link, the link is in LoS interference-limited regime. This sug-
gests the following conclusion. A mmWave network with directional communication
exhibits a transitional behavior, that is, a transition from a noise-limited regime to
an LoS interference-limited regime. This transition depends on the density of inter-
ferers and obstacles, transmission probability, operating beamwidth, transmission
powers, and coherence angle.

We use the same simulation parameters as of Fig. D.2 to investigate the collision
probability as a function of λt and λo, depicted in Fig. D.4. From Fig. D.4a, collision
probability is not negligible even for a modest-size network. For instance, for 1
transmitter in a 3x3 m2 area and 1 obstacle in a 20x20 m2 area, the collision
probability is as much as 0.26. Increasing the density of obstacles to 1 obstacle
in a 3x3 m2 area, which is not shown in Fig. D.4a for the sake of clarity, the
collision probability reduces to 0.17, which is still high enough to invalidate the
assumption of being in a noise-limited regime. This conclusion becomes even more
clear in Fig. D.4b, where the green curve represent a collision probability as high
as 0.48 for not so dense WPANs (1 transmitter in a 2x2 m2). Moreover, as can be
observed in all curves of Fig. D.4a, there is a transition from the noise-limited regime
to the LoS interference-limited one. For benchmarking purposes, we also simulate
a network with omnidirectional communications. Fixing all other parameters, we
only increase the transmission power to achieve the same interference range as the
corresponding directional communications and investigate the collision probability.
As shown in Fig. D.4, traditional networks with omnidirectional communications
always experience an interference-limited regime without any transitional behavior.

D.4.2 Proper Resource Allocation Protocol
In this subsection, we compare the MAC layer throughput of a single link, area
spectral efficiency (network throughput normalized to the network size), and delay
performance of slotted ALOHA to those of TDMA in a mmWave network. We
define delay as the difference between the time a new packet is inserted to the
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Figure D.4: The probability of collision as a function of (a) link density and (b)
obstacle density. The length of the typical link is ` = 5 m.

transmission queue of the transmitter and the time it is correctly received at the
receiver.

The throughput of an individual link is derived in (D.12). To evaluate the area
spectral efficiency (ASE) of slotted ALOHA, we consider a large region with area
A. The number of transmitters (links) inside this region is 1 + nt, where nt follows
a Poisson distribution with mean Aλt. We assume that, at each transmission at-
tempt, and regardless of the number of retransmissions suffered, each packet collides
with constant and independent probability ρc (given by Equation (D.9)), which is
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also independent of the number of transmitters. This is a common assumption in
throughput analysis of IEEE 802.15.4 [150,151] and IEEE 802.11 [152–155], which
can be extended to the general case using similar approach taken in [156]. Also, we
show the validity of this assumption in Figs. D.5 and D.8a. With this independence
assumption, the network throughput is (1 + nt) rS-ALOHA , leading to an average net-
work throughput of (1 +Aλt) rS-ALOHA . Thus, the ASE of slotted ALOHA, denoted
by ASES-ALOHA, is

ASES-ALOHA = 1 +Aλt
A

rS-ALOHA = 1 +Aλt
A

∫ dmax

`=0

2ρa
d2

max
e−λoA`

(
1− ρc|`

)
`d` ,

(D.14)

which can be tightly approximated by λtrS-ALOHA if Aλt � 1. This condition holds
for networks with high density of transmitters (high λt) or for those with large size
(high A).

We can also use the derived collision probability to analyze the delay perfor-
mance of slotted ALOHA. In the following, we only show the main steps and leave
the exact calculations for future studies. Let ρs denote the probability of successful
transmission, derived in (D.11) and (D.12). Let nr be the number of retransmissions
in the typical link until successful reception. nr can be accurately approximated by
a geometric distribution [157], that is,

Pr[nr = nr0 ] = ρs (1− ρs)nr0 .

Let wi be the contribution of i-the transmission/retransmission on the total delay,
where w0 is the delay due to initial transmission. Each wi contains round-trip prop-
agation, packet transmission, and backoff delays [157]. Then, the delay is

∑nr

i=0 wi.
Detailed analysis of the delay is out of the scope of this work, and we use Monte
Carlo simulations to find the delay performance.

Unlike slotted ALOHA, TDMA protocol activates only one link at a time, re-
gardless of the number of links. This guarantees a collision-free communication. We
derive the throughput of a link and ASE of TDMA in the following proposition:

Proposition D.7. Consider the blockage model, described in Fig. D.1. Let λo be
the density of the obstacles, θc be the coherence angle, and dmax be the interference
range. Consider a typical link. Let A denote the area over which TDMA regulates
the transmissions of 1 + nt links, including the typical link, where nt is Poisson
random variable with density λt per unit area. Average per-link throughput under
TDMA scheduler is

rTDMA =
(

1− e−λtA

λtA

)(
1− e−λoAdmax

λoAdmax

)
. (D.15)

where Admax = θcd
2
max/2. Moreover, ASE under TDMA scheduler is

ASETDMA = 1− e−λoAdmax

AλoAdmax

. (D.16)
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Figure D.5: The effective MAC throughput against transmission probability ρa,
as computed by the emulator and by Equation (D.12). The obstacle density is
λo = 0.11 per unit area.

Proof. A proof is given in Appendix B.

Corollary 1. Throughput under TDMA scheduler are upper bounded by

rTDMA ≤
1− e−Aλt

Aλt
, ASETDMA ≤

1
A
.

Proof. We first note that (1− e−x) /x is strictly decreasing for any x > 0, and that
x = λoAdmax > 0. Therefore, (D.15) and (D.16) can be upper bounded by letting
x→ 0+. Using lim

x→0+
(1− e−x) /x→ 1, we conclude the proof.

Corollary 2. Consider Corollary 1. Per-link throughput under TDMA scheduler
goes to zero as the average number of links in the network Aλt grows large. More-
over, ASE of TDMA protocol goes to zero as the network size A grows large.

Corollaries 1 and 2 explicitly show the inefficiency of TDMA protocol to share
resources among massive number of devices in a mmWave network. Besides poor
throughput performance, the delay of TDMA increases with the number of activate
transmitters, as a transmitter should wait more to access the channel [158]. In the
following, we numerically compare the throughput and delay performance of slotted
ALOHA to TDMA.

To validate the blockage model as well as the assumption of independency of ρc
and the number of transmitters, introduced in the throughput analysis, we build an
NS3-based mmWave emulator. We consider a random number of aligned mmWave
links (aligned transmitter-receiver pairs) on 2D space, all operating with the same
beamwidth at 60 GHz. Transmitters and receivers are uniformly distributed in a
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10x10 m2 area. We also uniformly distribute a random number of obstacles with
density λo in the environment. The obstacles are in the shape of lines with random
orientation and their length is uniformly distributed between 0 and 1 m. Every
transmitter generates traffic with constant bit rate (CBR) 384 Mbps, the size of all
packets is 5 kB, time slot duration is 100 µs, transmission rate is 1 packet per slot
(link capacity around 1.5 Gbps), the transmitters have infinite buffer to save and
transmit the packets, and the emulation time is 1 s.

We first start with a mmWave network operating with slotted ALOHA protocol.
Fig. D.5 shows per-link throughput as a function of transmission probability. First
of all, there is an excellent match between the results obtained from the emulator
and those from Equation (D.12), which confirms the validity of both blockage model
and the independence assumption. Moreover, for relatively not dense networks, for
instance, 1 transmitter in a 1.5x1.5 m2 area (λt = 0.44), increasing the transmission
probability is always beneficial, as the multiuser interference level is small enough
that activating more links will not substantially reduce the average throughput of a
link but increases the number of time slots over which the link is active. As the link
density increases, higher collision probability introduces a tradeoff on increasing the
transmission probability and reducing the interference. In a very dense network, for
instance, with λt = 4, we should adopt a very small transmission probability to
maximize MAC throughput.

Fig. D.6 illustrates the achievable regions of per-link throughput and ASE of
slotted ALOHA with ρa = 1 and λo = 0.11. Hotter colors correspond to higher
values. For instance, with operating beamwidth θ = 50° and on average 2 trans-
mitters in a square meter, a per-link throughput of 0.5 packets per slot is not
achievable, and to achieve that, we should reduce either the operating beamwidth
or the link density (or equivalently the transmission probability). It is worth noting
that blockage due to obstacles may destroy the typical link, and therefore it avoids
per-link throughput of 1 packet per slot even without any collision in the network.
From Fig. D.6, there is a tradeoff between operating beamwidth and link density.
To maintain a certain level of per-link throughput or ASE, we can either increase
the operating beamwidth or link density. Furthermore, these figures confirm that
without alignment overhead, mmWave networks benefit from narrower operating
beamwidth and denser deployment. However, as mentioned in [57], the adoption of
extremely narrow beams is not throughput optimal in general due to the alignment
overhead.

Fig. D.7 shows the behavior of the optimal transmission probability of slotted
ALOHA (that maximizes per-link throughput) as a function of link density λt and
operating beamwidth θ. Thanks to this figure, we can explicitly answer why there
is a throughput degradation, as observed in [57], if we activate all links at the
same time and under which conditions such a degradation will disappear. From
Fig. D.7a, in many cases, the optimal transmission probability is 1, implying that
we can simply activate all links and still achieve the maximum MAC throughput. In
fact, there is negligible multiuser interference in those cases, so the performance of
one of the simplest collision-based resource allocation (slotted ALOHA) is almost
equivalent to the optimal collision-free resource allocation (STDMA) with much
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Figure D.6: Achievable regions of (a) per-link throughput and (b) area spectral
efficiency of slotted ALOHA with ρa = 1.

lower signaling and computational overhead. However, as the operating beamwidth
or the link density increases, we should think of more intelligent resource allocation
strategies as the mmWave network may transit to the interference-limited regime.
This further invalidates the generality of noise-limited mmWave networks and in-
dicates that we may adopt a very small transmission probability to decrease the
contention level in an ultra dense mmWave network. Fig. D.7b demonstrates the
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maximum throughput of a link in slotted ALOHA, associated with the optimal
transmission probability. In the first set of curves of this figure, we fixed the inter-
ference range dmax to 15, while in the second set we let dmax change according to
θ, see Appendix A. Fixing either link length or dmax (only the latter is depicted
for the sake of clarity in the figure), the throughput of a link in slotted ALOHA
will be decreased with θ. That is because, according to (D.8) and (D.11), narrower
beams reduce the collision probability, so increase ρs|` for any given `, leading to a
higher average rS-ALOHA . Therefore, with fixed dmax, we always have lower beamwidth
higher throughput rule. However, if we do not manually fix dmax (e.g., by changing
the transmission power), lower θ causes another effect, namely extended length at
which a link can be established. This extended link length, in turn, increases the
blockage probability and may consequently reduce the achievable throughput. In
other words, two parameters with a non-trivial interplay affect the average through-
put: blockage and collision. For sparse networks, the reduced blockage probability
due to a higher θ dominates the increased collision probability, and we can observe
higher beamwidth higher throughput rule. However, higher link density introduces
more collisions to the network and highlights the impact of the collision term on the
average throughput. After a critical link density, the reduced blockage probability
due to a higher θ cannot compensate for the increased collision probability, so we
can observe lower beamwidth higher throughput rule. Furthermore, slotted ALOHA
significantly outperforms TDMA as illustrated in Fig. D.7a. The main reason is
that TDMA realizes an orthogonal use of time resources, irrespective of the col-
lision level, whereas slotted ALOHA re-uses all the time resources and benefits
from spatial gain. This gain leads to 390% and 4270% throughput enhancements
over TDMA for the cases of 1 transmitter in a 10x10 m2 and in a 3x3 m2 area
with θ = 25°, respectively. Note that, from Fig. D.7a, the optimal transmission
probability is 1 in both cases, further highlighting simplicity of the corresponding
slotted ALOHA. Furthermore, per-link throughput in TDMA is strictly decreasing
with density of the transmitters, whereas that of slotted ALOHA remains almost
unchanged as long as the collision term, shown in (D.11) and (D.12), is almost neg-
ligible. As stated in Corollary 2, the throughput of TDMA goes to zero very fast.
Although slotted ALOHA shows the same asymptotic zero throughput behavior, it
has much slower rates of convergence to this asymptotic point. Considering any ar-
bitrary small ζ for the per-link throughput, from Fig. D.7b, the per-link throughput
of both TDMA and slotted ALOHA become lower than ζ for sufficiently large λt;
however, slotted ALOHA reaches that point with almost two orders of magnitude
more links in the network (e.g., see ζ = 0.1), indicating its efficiency on handling
massive wireless access in mmWave networks.

We use the developed mmWave emulator to find ASE and the average delay per-
formance. Fig. D.8a illustrates ASE of slotted ALOHA and TDMA as a function
of link density. Again, there is a perfect coincidence the analytical results obtained
from Equations (D.14) and (D.16) and those of the emulator. Increasing the num-
ber of links of the network does not affect ASE of TDMA. The average network
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Figure D.7: (a) the optimal transmission probability and (b) the maximum per-link
throughput against link density. “S-ALOHA” stands for slotted ALOHA.

throughput of TDMA is slightly lower than one packet per slot,7 and it achieves the
upper bound if the obstacle density goes to zero, see Corollary 2. Slotted ALOHA
with transmission probability ρa = 1 provides the highest ASE, which is firstly

7Note that TDMA can increase the network throughput if individual transmitters do not have
enough payload to occupy the whole time slot. In this case, TDMA divides one long time slot
to smaller pieces, each for one transmitter, leading to a more utilized time slot. However, in this
paper, we have assumed that every packet of a transmitter requires one time slot, so the TDMA
channel is already saturated if the transmitters have always packets to transmit.
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Figure D.8: Area spectral efficiency and delay performance of slotted ALOHA and
TDMA. Area size is 10x10 m2. Different points of (b) represent different link den-
sities from 0.02 to 2 links per unit area. The obstacle density is λo = 0.25 per unit
area. Operating beamwidth in (b) is 10°. Slotted ALOHA provides higher ASE with
lower delay significantly. These performance gains may improve with the number
of links.

increasing with the link density and then shows a strictly decreasing behavior once
the throughput loss, due to the collision term, overweighs the throughput enhance-
ment due to the first term of (D.14). For the example of ρa = 1 and θ = 10°, the
optimal density of transmitters that maximizes the ASE is, on average, 3.5 transmit-
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ters per square meter. This example number indeed means that mmWave networks
benefits from dense deployment. Slotted ALOHA with ρa = 0.1 outperforms that
with ρa = 1 in ultra dense WPANs (λt > 9 in Fig. D.8a), as lower transmission
probability leads to fewer active links. Moreover, narrower beams provide higher
ASE.

Fig. D.8b reports ASE and the corresponding delay of TDMA and those of
slotted ALOHA. Slotted ALOHA with transmission probability 1 is the best strat-
egy from both ASE and delay perspectives. It introduces only one slot delay, that
is, a packet transmission time. However, if a link observes a collision at its first
transmission attempt, it cannot successfully transmit anymore, as we do not have
any randomization in the transmission time (e.g., with random backoff techniques).
Using slotted ALOHA with transmission probability 0.9, the aforementioned issue
can be solved at the expense of extra delay with exponential growth at very high
network throughput (equivalently ASE). Note that this delay is still around 2 slots
for a very dense WPAN with 2 transmitters in a unit area, in the example con-
sidered. Moreover, while slotted ALOHA with transmission probability 0.1 may
provide higher ASE than that with 1 in ultra dense WPANs (see Fig. D.8a), the
corresponding delay becomes very large. Expectedly, the delay in TDMA increases
with the link density without any significant network throughput gain, as shown in
Fig. D.8b. Considering traffic generation rate of this example, which is 0.25 of the
link capacity, the network will be saturated roughly with 4 links in the environment,
and further increasing the number of links will not improve the network through-
put, but reduces the time share of every link and consequently reduces the average
throughput of a link. Note that with a fixed packet generation rate, effective link
capacity (links capacity multiplied by its time share) in TDMA reduces with the
number of links in the network, so the queues of the transmitter may become unsta-
ble. The delay in slotted ALOHA is not significantly affected by total the number
of transmitters; rather it depends on the number of transmitters in the collision do-
main of the typical receiver –those that can cause collision to the typical receiver.
This may be much smaller than the total number of transmitters in mmWave net-
works, thanks to the pencil-beam operation and also blockage. Furthermore, due to
time-reuse, the effective link capacity of slotted ALOHA is significantly higher than
that of TDMA. Superior throughput and delay performances of slotted ALOHA is
due to spatial gain. As the network goes to the noise-limited regime, spatial gain
and consequently throughput/delay gains improve.

D.4.3 Collision-aware Hybrid MAC
Although slotted ALOHA may outperform TDMA in terms of throughput/delay,
the latter guarantees communication with no collisions, which is necessary for spe-
cific applications. The transitional behavior of interference in mmWave networks
indicates inefficacy of existing standards and suggests a dynamic incorporation of
both contention-based and contention-free phases in the resource allocation. The
current mmWave standards such as IEEE 802.15.3c and IEEE 802.11ad adopt sim-
ilar resource allocation approaches as those developed for interference-limited mi-
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crowave networks, e.g., by IEEE 802.15.4 [150]. In particular, they introduce a
contention-based phase mainly to register channel access requests of the devices
inside the mmWave network. These requests are served on the following contention-
free phase, called service period in IEEE 802.11ad [14]. In fact, though some data
packets with low QoS requirements may be transmitted in the contention-based
phase, the network traffic is mostly served in the contention-free phase irrespec-
tive of the network operating regime. Instead, we can (and should) leverage the
transitional behavior of mmWave networks to dynamically serve the network traffic
partially on the contention-based and partially on the contention-free phase, ac-
cording to the actual network operating regime. More specifically, a data transfer
interval8 that is, a set of consecutive time slot over which devices will be scheduled
for data transmission, can consist of a two phases:

• phase 1: a distributed contention-based resource allocation, which is more
suitable for the noise-limited regime.

• phase 2: a centralized contention-free resource allocation, which is more suit-
able for the interference-limited regime.

While all devices can contend to access the channel in the first phase, only devices
with collided packets will be scheduled on the second phase. Therefore, the proposed
resource allocation framework reduces the duration of the contention-free phase to
cover only the links with strong mutual interference. For a noise-limited regime,
automatically, most of the traffics will be served on the first phase due to negligible
multiuser interference. In an interference-limited regime, however, many links may
register their collisions –so channel access requests– to be scheduled on the follow-
ing contention-free phase. Using flexible phase duration, adjusted according to the
collision level of the networks, we can realize an on-demand use of the inefficient
contention-free phase, improve the network throughput (especially as the network
goes to the noise-limited regime), and also guarantee a communication without
collision. Developing a proper adaptive hybrid resource allocation framework for
mmWave networks will be undertaken in future studies.

D.5 Concluding Remarks

Millimeter wave (mmWave) communication systems use highly directional trans-
mission/reception to compensate severe channel attenuation. This pencil-beam op-
eration significantly reduces interference footprint, promising a significant spatial
gain that is largely ignored in resource allocation of current mmWave standards. In
this paper, a tractable closed-form expression for collision probability in a mmWave
ad hoc network operating under slotted ALOHA was derived. This derivation al-
lowed investigation of MAC layer throughput of a mmWave network, as a function of
the density of transmitters, density of obstacles, transmission probability, operating

8Data transfer interval is introduced in IEEE 802.11ad [14]. Similar interval in the superframe
of IEEE 802.15.3c consists of contention access period and channel time allocation period [13].
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beamwidth, and transmission power, among the main parameters. Comprehensive
analysis revealed that mmWave networks exhibit a transitional behavior from a
noise-limited network to an interference-limited network. This transitional behav-
ior necessitates novel frameworks of collision-aware hybrid MAC, containing both
contention-based and contention-free phases with adaptive phase duration. Mathe-
matical and numerical analysis of the per-link throughput, area spectral efficiency
(network sum throughput divided by the network size), and the delay performance,
indicated inefficacy of TDMA in mmWave network with small multiuser interfer-
ence. Instead, slotted ALOHA efficiently leverages spatial gain and provides sub-
stantially higher throughput with lower average delay. These gains increase with the
number of links in the network, making contention-based strategies more justifiable
in massive mmWave access scenarios. Inspired by these results, on-demand use of
inefficient contention-free strategies to only guarantee a reliable physical layer was
proposed.

This paper provided a novel blockage model for mmWave networks, a new frame-
work for analyzing the performance of mmWave networks with blockage and deaf-
ness, derived closed-form expressions for collision probability in mmWave networks
along with link throughput and area spectral efficiency of slotted ALOHA as well
as those of TDMA, clarified the collision level in a mmWave network with unco-
ordinated transmitters, discovered the transitional behavior of mmWave networks,
identified the inefficiency of resource allocation of existing mmWave standards, and
raised the necessity of on-demand contention-free resource allocation.

Moreover, in this paper, we evaluated the performance of slotted ALOHA for the
contention-based phase. While being adopted by current mmWave standards for the
contention-based phase, CSMA/CA is substantially throughput-suboptimal due to
the overhead of channel reservation control messages [66]. Motivated by collision
analysis of this paper and transitional behavior of mmWave networks, a fundamental
question is if a mmWave transmitter still needs to reserve a channel and avoid
potential collisions with expensive and inefficient control messages, irrespective of
the actual network operating regime. This suggests investigation of new contention-
based protocols with on-demand collision avoidance capability.

In this study, we did not consider the alignment (beam-searching) overhead [57].
That is, the time required for finding the best set of beams at the transmitter and
at the receiver to establish a proper link. Boosting link budget and suppressing
interference in mmWave systems with pencil-beam operation come at the expense
of more complicated connection management (establishment, maintenance, and re-
covery) strategies. Upon missing the established channel, either due to appearance
of a random obstacle or loss of precise beamforming information (e.g., due to mobil-
ity/channel change), the transmitter and receiver should trigger a time consuming
alignment procedure to find another channel. Using narrower beams increases the
frequency of alignment executions. Therefore, the alignment overhead may be over-
whelming and dictates the overall performance of the network, especially for massive
uncoordinated access and highly mobile networks [22]. Introducing the alignment
overhead in the performance evaluation is an interesting future direction.
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Appendix A: Proof of Lemma D.1

In this appendix, we find probability of having at least one LoS interferer given
the number of interferers nI ≥ 1 and the number of obstacles no ≥ 1. We have the
following lemma:

Lemma D.2. Let {x1, x2, . . . , xnI
} be a set of nI i.i.d. continuous random vari-

ables with CDF Fx(x) = x2/d2
max and PDF fx(x) = 2x/d2

max, where nI is a zero-
truncated Poisson random variable with density λI . Define X(1) = min{x1, . . . , xnI

}.
Given nI = n ≥ 1, the joint PDF of X(1) and nI is given by

fX(1),nI

(
X(1) = x, nI = n|n ≥ 1

)
= 2nx
d2

max

(
1− x2

d2
max

)n−1
e−λI

1− e−λI

λnI
n! . (D.17)

Proof. We define k-order statistic of {xi}nI
1 , denoted by X(k), as k-th smallest value

of {xi}nI
1 [159]. Therefore, X(1) = min{x1, x2, . . . , xnI

} is the first order statistic
whose PDF is [159]

fX(1) (x) = nfX (x)
(

1− FX (x)
)n−1

. (D.18)

Noting that nI = n ≥ 1 is a random variable with zero-truncated Poisson distribu-
tion, thus [116]

Pr [nI = n|n ≥ 1] = e−λI

1− e−λI

λnI
n! . (D.19)

Now, replacing replacing PDF and CDF of random variables {xi}nI
1 in (D.18) and

multiplying the result by (D.19), we have

fX(1),nI

(
X(1) = x, nI = n|n ≥ 1

)
= fX(1)|nI

(x|nI = n, n ≥ 1) Pr [nI = n|n ≥ 1]

= 2nx
d2

max

(
1− x2

d2
max

)n−1
e−λI

1− e−λI

λnI
n! . (D.20)

This concludes the proof.

Due to mutual independence of blockage and interferer processes, and using
Lemma D.2, we obtain

fX(1),Y(1),nI ,no
(x, y, n,m|n,m ≥ 1) = fX(1),nI

(x, n|n ≥ 1) fY(1),no
(y,m|m ≥ 1) .

(D.21)
Applying Lemma D.2 to fX(1),nI

(x, n|n ≥ 1) and fY(1),no (y,m|m ≥ 1), the first
part of Lemma D.1 is straightforward. All we need to do is substituting the average
number of interferers and obstacles in a sector λIAdmax and λoAdmax into (D.17).
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The next step is finding the probability of having at least one LoS interferer
given nI ≥ 1, no ≥ 1, which we denote by ILoS. We have

ILoS = Pr[x < y|n ≥ 1,m ≥ 1]

=
∫ dmax

y=0

∫ y

x=0

∞∑
n=1

∞∑
m=1

fX(1),nI
(x, n|n ≥ 1) fY(1),no

(y,m|m ≥ 1) dxdy

(D.17)=
4λIλoA2

dmax

d4
max

∫ dmax

y=0

∫ y

x=0


xye−(λI +λo)Admax

(1− e−λIAdmax ) (1− e−λoAdmax )

×
∞∑
n=1

((
1− x2

d2
max

)
λIAdmax

)n−1

(n− 1)!

∞∑
m=1

((
1− y2

d2
max

)
λoAdmax

)m−1

(m− 1)! dxdy


(?)=

4λIλoA2
dmax

d4
max (1− e−λIAdmax ) (1− e−λoAdmax )

×
∫ dmax

y=0

∫ y

x=0
e−(λI +λo)Admax e(1−x2/d2

max)λIAdmax e(1−y2/d2
max)λoAdmaxxy dxdy

=
4λIλoA2

dmax

d4
max (1− e−λIAdmax ) (1− e−λoAdmax )

×
∫ dmax

y=0
ye−λoAdmaxy

2
/
d2

max

∫ y

x=0
xe−λIAdmaxx

2
/
d2

max dxdy

= λo
(1− e−λIAdmax ) (1− e−λoAdmax )

(
1− e−λoAdmax

λo
− 1− e−(λo+λI )Admax

λo + λI

)
,

(D.22)

where (?) follows from the Taylor series of the exponential function. This completes
the proof of Lemma D.1. �

Appendix B: Throughput Analysis of TDMA

Consider a network of area A, TDMA-based channel access, and 1 + nt links in-
cluding the typical link, where nt is a Poisson random variable with mean Aλt.
Also, assume that the intended receiver of each transmitter i is located at distance
0 < `i ≤ dmax at the cone where the transmitter’s signal is pointed. Having a nat-
ural assumption of independency of the lengths of different links, {`i}1+nt

i=1 become
i.i.d random variables with density function fL (`) = 2`/d2

max. Let z`i
be a binary

random variable taking 1 if and only if link i has the LoS condition (no blockage).
As there is no simultaneous transmissions in TDMA, the success probability for
TDMA given `i and nt is equal to having no obstacle on link i that occurs with
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probability Pr[z`i
= 1 |`i, nt] = e−λoA`i , see Fig. D.1. In long term, TDMA sched-

uler allocates only 1/(1 + nt) shares of the total resources to every link. Assuming
transmission of one packet per slot, the MAC throughput of each link i in TDMA
is

rTDMA =
∞∑
nt=0

e−Aλt

(1 + nt)
(Aλt)nt

nt!

∫ dmax

`i=0
e−λoθc`

2
i /2 2`i

d2
max

d`i

=
(

1− e−Aλt

Aλt

)
2

d2
max

(
1− e−λoAdmax

λoθc

)
. (D.23)

Recalling Admax = θcd
2
max/2, (D.23) simplifies to (D.15). To find the area spectral

efficiency of TDMA scheduler, we assume that z`i
and z`j

are independent for all
`i, `j , i, and j, where j 6= i.9 The area spectral efficiency of TDMA is

ASETDMA = 1
A

∞∑
nt=0

e−Aλt
(Aλt)nt

nt!
ASETDMA|nt

= 1
A

∞∑
nt=0

e−Aλt

1 + nt

(Aλt)nt

nt!

∫ dmax

`1=0
· · ·
∫ dmax

`1+nt =0


1+nt∑
i=1

Pr[z`i
= 1 |`1, . . . , `1+nt

, nt]f (`1, . . . , `1+nt
) d`1 . . . d`1+nt


= 1
A

∞∑
nt=0

e−Aλt

1 + nt

(Aλt)nt

nt!

1+nt∑
i=1


(∫ dmax

`i=0
Pr[z`i = 1 |`i, nt]f (`i) d`i

)

×
1+nt∏

j=1
j 6=i
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= 1
A
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i=1
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2
i /2 2`i
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= 1
A

∞∑
nt=0
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(D.24)

9This independency means that the event of having obstacle on the path between different
transmitter-receiver pairs are independent. Still, we have correlated LoS conditions on the channels
between a reference receiver and different transmitters.
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where fL1,...,L1+nt
(`1, . . . , `1+nt

) is joint distribution of links lengths and
ASETDMA|nt

is the area spectral efficiency of TDMA given nt. This concludes the
proof. �
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[129] V. V. Lozin and M. Milanič, “A polynomial algorithm to find an independent
set of maximum weight in a fork-free graph,” Journal of Discrete Algorithms,
vol. 6, no. 4, pp. 595–604, 2008.

[130] J. Kim and A. F. Molisch, “Fast millimeter-wave beam training with receive
beamforming,” J. Commun. and Netw., vol. 16, no. 5, pp. 512–522, 2014.



146 Bibliography

[131] I. K. Son, S. Mao, M. X. Gong, and Y. Li, “On frame-based scheduling for
directional mmWave WPANs,” in Proc. IEEE International Conference on
Computer Communications (INFOCOM), 2012, pp. 2149–2157.

[132] A. Ephremides and O. A. Mowafi, “Analysis of a hybrid access scheme for
buffered users-probabilistic time division,” IEEE Trans. Software Eng., no. 1,
pp. 52–61, Jan. 1982.

[133] M. Rios and N. D. Georganas, “A hybrid multiple-access protocol for data
and voice-packet over local area networks,” IEEE Trans. Comput., vol. 100,
no. 1, pp. 90–94, Jan. 1985.

[134] W. Ye, J. Heidemann, and D. Estrin, “Medium access control with coor-
dinated adaptive sleeping for wireless sensor networks,” IEEE/ACM Trans.
Netw., vol. 12, no. 3, pp. 493–506, Jun. 2004.

[135] M. C. Vuran and I. F. Akyildiz, “A-MAC: Adaptive medium access control
for next generation wireless terminals,” IEEE/ACM Trans. Netw., vol. 15,
no. 3, pp. 574–587, Jun. 2007.

[136] Y. Niu, Y. Li, D. Jin, L. Su, and D. Wu, “Blockage robust and efficient
scheduling for directional mmWave WPANs,” IEEE Trans. Veh. Technol.,
vol. 64, no. 2, pp. 728–742, Feb. 2015.

[137] I. Son, S. Mao, M. Gong, and Y. Li, “On frame-based scheduling for direc-
tional mmWave WPANs,” in Proc. IEEE International Conference on Com-
puter Communications (INFOCOM), 2012, pp. 2149–2157.

[138] M. Park and P. Gopalakrishnan, “Analysis on spatial reuse and interference
in 60-GHz wireless networks,” IEEE J. Sel. Areas Commun., vol. 27, no. 8,
pp. 1443–1452, Oct. 2009.

[139] C. Sum, Z. Lan, R. Funada, J. Wang, T. Baykas, M. A. Rahman, and
H. Harada, “Virtual time-slot allocation scheme for throughput enhancement
in a millimeter-wave multi-Gbps WPAN system,” IEEE J. Sel. Areas Com-
mun., vol. 27, no. 8, pp. 1379–1389, Oct. 2009.

[140] J. Park, S.-L. Kim, and J. Zander, “Tractable resource management
in millimeter-wave overlaid ultra-dense cellular networks,” arXiv preprint
arXiv:1507.04658, 2015.

[141] W. Lu and M. Di Renzo, “Stochastic geometry modeling of cellular net-
works: Analysis, simulation and experimental validation,” arXiv preprint
arXiv:1506.03857, 2015.

[142] S. Singh, M. N. Kulkarni, A. Ghosh, and J. G. Andrews, “Tractable model
for rate in self-backhauled millimeter wave cellular networks,” IEEE J. Sel.
Areas Commun., 2015, to be published.



Bibliography 147

[143] C. Pyo and H. Harada, “Throughput analysis and improvement of hybrid
multiple access in IEEE 802.15.3c mm-wave WPAN,” IEEE J. Sel. Areas
Commun., vol. 27, no. 8, pp. 1414–1424, Oct. 2009.

[144] L. Kleinrock and F. A. Tobagi, “Packet switching in radio channels: Part
I–carrier sense multiple-access modes and their throughput-delay character-
istics,” IEEE Trans. Commun., vol. 23, no. 12, pp. 1400–1416, Dec. 1975.

[145] K. Xu, M. Gerla, and S. Bae, “How effective is the IEEE 802.11 RTS/CTS
handshake in ad hoc networks?” in Proc. IEEE Global Telecommunications
Conference (GLOBECOM), 2002, pp. 72–76.

[146] A. Iyer, C. Rosenberg, and A. Karnik, “What is the right model for wireless
channel interference?” IEEE Trans. Wireless Commun., vol. 8, no. 5, pp.
2662–2671, May 2009.

[147] P. Cardieri, “Modeling interference in wireless ad hoc networks,” IEEE Com-
mun. Surveys Tuts., vol. 12, no. 4, pp. 551–572, Fourth Quarter 2010.

[148] A. Thornburg, T. Bai, and R. Heath, “MmWave ad hoc network coverage
and capacity,” in Proc. IEEE International Conference on Communications
(ICC), 2015.

[149] A. Goldsmith, S. A. Jafar, N. Jindal, and S. Vishwanath, “Capacity limits of
MIMO channels,” IEEE J. Sel. Areas Commun., vol. 21, no. 5, pp. 684–702,
Jun. 2003.

[150] P. Park, P. Di Marco, P. Soldati, C. Fischione, and K. H. Johansson, “A gen-
eralized Markov chain model for effective analysis of slotted IEEE 802.15.4,”
in Proc. IEEE Mobile Adhoc and Sensor Systems (MASS), 2009, pp. 130–139.

[151] S. Pollin, M. Ergen, S. Ergen, B. Bougard, L. Der Perre, I. Moerman, A. Ba-
hai, P. Varaiya, and F. Catthoor, “Performance analysis of slotted carrier
sense IEEE 802.15.4 medium access layer,” IEEE Trans. Wireless Commun.,
vol. 7, no. 9, pp. 3359–3371, Sept. 2008.

[152] G. Bianchi, “Performance analysis of the IEEE 802.11 distributed coordina-
tion function,” IEEE J. Sel. Areas Commun., vol. 18, no. 3, pp. 535–547,
Mar. 2000.

[153] J. Hui and M. Devetsikiotis, “A unified model for the performance analysis of
IEEE 802.11e EDCA,” IEEE Trans. Commun., vol. 53, no. 9, pp. 1498–1510,
Sept. 2005.

[154] D. Malone, K. Duffy, and D. Leith, “Modeling the 802.11 distributed co-
ordination function in nonsaturated heterogeneous conditions,” IEEE/ACM
Trans. Netw., vol. 15, no. 1, pp. 159–172, Feb. 2007.



148 Bibliography

[155] M. Garetto, T. Salonidis, and E. W. Knightly, “Modeling per-flow throughput
and capturing starvation in CSMA multi-hop wireless networks,” IEEE/ACM
Trans. Netw., vol. 16, no. 4, pp. 864–877, Aug. 2008.

[156] B. Jang and M. L. Sichitiu, “IEEE 802.11 saturation throughput analysis in
the presence of hidden terminals,” IEEE/ACM Trans. Netw., vol. 20, no. 2,
pp. 557–570, Apr. 2012.

[157] Y. Yang and T. Yum, “Delay distributions of slotted ALOHA and CSMA,”
IEEE Trans. Commun., vol. 51, no. 11, pp. 1846–1857, Nov. 2003.

[158] N. Benvenuto and M. Zorzi, Principles of communications Networks and Sys-
tems. Wiley Online Library, 2011.

[159] H. A. David and H. N. Nagaraja, Order statistics. Wiley Online Library,
2003, third Edition.


