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Cell-Free Massive MIMO in O-RAN Architecture
O-RAN Components:
• Non-RT RIC: long-term policy training, data-

driven optimization

• Near-RT RIC: short-term control and 
coordination

• O-CU / O-DU / O-RU: handle protocol layers and 
radio operations

Cell-Free Massive MIMO:
• Each UE is jointly served by a subset of 

distributed APs

• CPU coordinates APs via fronthaul links

• Enables uniform service quality across the entire 
coverage area

Source: Firecell, “Learn Open RAN,” https://firecell.io/learn/open-ran/.



Why AI？

• AI-based methods overcome the limitations of traditional optimization by enabling data-driven, real-time, 

and adaptive energy-efficient control in dynamic networks.



System Model



Problem Formulation

Goal:
• Minimize power consumption 𝑃𝑛𝑒𝑡
Optimization:
• Antenna activation 𝑚𝑙

• Sleep mode 𝑠𝑙
Constraints:
• Drop ratio (QoS) 𝛿𝑑𝑟𝑜𝑝
• Pilot signals 𝜏𝑙

𝑠𝑡𝑟



𝐴 = 𝐴𝑚 × 𝐴𝑠

• 𝐴𝑚 = {−1, 0, 1} : antenna switching

• 𝐴𝑠 = {0, 1, 2, 3}: sleep level

Action 𝑨:

Reward 𝑹:

State 𝑺:
Each agent observes partial local 
information (e.g., PC, number of activated 
antennas, sleep mode) and aggregate UE 
statistics (e.g., total demand and achieved 
rate), along with neighboring AP states.

RL Algorithm Design

• Rate satisfaction: 

• 𝜌𝑘: 



• Independent actor: independent policy   

• Centralized critic: stationary learning signal 

• Global reward: optimizing a shared objective
...

TD error
መ𝐴

෠𝑉(𝑠)

Critic

Actor 1 Actor 2 Actor n

Environment

𝑠 𝑅

𝑜2 𝑎2
𝑜1 𝑎1

𝑜𝑛 𝑎𝑛

𝛿

Multi Agent Proximal Policy Optimization (MAPPO)



Simulation Results

• Always-on: vanilla policy

• Auto-SM1: load-dependent mechanism

• DQN: widely used RL algorithm

• MAPPO-based algorithm can dynamically adapt 
antenna and sleep according to traffic condition.



Simulation Results
• MAPPO demonstrates superior energy efficiency compared to the non-learning baselines,  

achieving a 56.23% reduction in relative to the Always-on and a 30.12% reduction compared to 
Auto-SM1.
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