A method for combining transaction- and valuation-based datain

a property priceindex

Olof Netzell

Building and Real Estate Economics

Royal Institute of Technology

Stockholm 2010



A method for combining transaction- and valuation-based data in a property priceindex

Abstract: This paper presents a method for combining traifsacand valuation-based
data in a property price index. The methodologylesised for a world where observable
transaction prices can be used to construct a jpmabex that constitutes a noisy, unbiased
signal of the "true” price index. It is furthermoessumed that valuations can be used to
construct a market value index which does not d@omntaise but that suffers from so called
appraisal "smoothing”. The valuation-based indexhigs assumed to lag the "true” value
index and exhibit lower volatility. The model ofettvaluation-based index follows Geltner
(1993). By regressing the transaction-based index tbe valuation-based index
(contemporaneous and lagged one period) it is pless filter out the noise in the observable
price index thus estimating the "true” price ind&ke method may be seen as a way of "de-
smoothing” a valuation-based index without knowthg smoothing parameter beforehand.

The methodology may also be used as a way of ds#tigidne smoothing parameter.



I ntroduction

Price (or market value) indices for property maskate important for several reasons.
Price indices are for example used as benchmarksdperty owners and by investors as a
means to compare average returns on property terdaive assets such as stocks and bonds.
High quality price indices are also important irrtpadio allocation decisions (indices can for
example be used to calculate correlations betwsset @lasses). Price indices are furthermore
important in research on property markets. Resetoplts where price indices are used
include property cycles and the relationship betwpeoperty markets and other financial
markets.

Unfortunately it is not a simple task to constrpatperty price indices of high quality.
Two important reasons for this are that properéiess heterogeneous - different properties
have different characteristics (size, age, techrapaenities etc) - and that properties are
transacted seldom. This means that there existsively few observable property prices
during a given time period on a given market andt tthose prices are not directly
comparable.

The difficulty of constructing price indices isskesevere for certain types of property.
Single-family homes is an example of a propertyetypth relatively many sales where those
properties that are sold also are relatively comiplar For this property type it is therefore
comparatively easy to design a reliable index. d@nmercial properties, on the other hand,
there may exist only a few transactions in a giyear and market. In these conditions it may
be impossible to construct a reliable index.

The difficulty of constructing an index is relatexthe level of aggregation. If the index
is intended to capture the price level for progsrin Europe we will most likely have enough
transaction prices. This is likely also the caseéf want to construct an index for Swedish
offices. If we however want to construct an index $tockholm CBD offices or single family
homes in a particular parish of Stockholm there matybe enough data to construct a reliable
index based on transactions.

One way of circumventing the problem of low liquydis to make use of valuations
instead of transaction prices. This approach depéeadvily on the quality of valuations. If
valuations are inaccurate this may not be a rdiay of obtaining a price index. As an
index is an aggregate of many observations, inacguof individual valuations is not
necessarily problematic. Errors may cancel out. There is howegsearch that suggests that

valuations of properties lag behind and underesérie volatility of actual value movements



(Geltner et al. 2003). This valuation bias, popyléermed "appraisal smoothing”, does not
cancel out when valuations are aggregated (Gedtrar 2003).

This paper presents a method for combining trarsacand valuation-based data in a
price index. The point of the method is to at legaattly provide a remedy for inherent
problems in the two types of data: noise in tratisaaata and smoothing in valuation data.
The methodology is devised for a world where thageat least some observable transaction
prices that can be used to construct a price itllaixconstitutes a noisy signal of the "true”
price index (an index free of bias and noise). lkemhore, it is assumed that valuations from
the population can be used to construct a noisddesssmoothed valuation index. This
valuation index is a lagged, smoothed-out versioth® "true” index. By regressing the price
index on the valuation index (contemporaneous agddd one period) it is possible to filter

out the noise in the observable price index andé&estimate the "true” price index.

The natureof priceindication datain property markets

An asset price index is an index that measures priovements in a population of
assets. For some assets the construction of thex iisdfairly straightforward. For common
stocks for example, we may simply collect priceestsations of every stock in the population
for every time period, add them and divide by theeplevel in the chosen base period. Price
data in property markets is generally not as edsdllysformed to a reliable index. For some
markets there simply are too few transactions i procedure to be feasible and when
transaction data actually is available, heterodggnai properties often makes it difficult to
construct a reliable index.

Unless we control for differences in property cloégastics, transaction prices are not
comparable. Transaction price A may differ fromnsaction price B because the two
transactions occur at different points in time gndes have changem because property A
and B are of different quality (property B may havaice view for instance). Unless we can
control for differing quality, heterogeneity withiroduce noise in observed transaction prices.
Hence, an index constructed by taking the averagensaction prices will be noisy. Noise
will pose less of a problem the more transactida tizat is available.

Heterogeneity may also introduce bias in an indéwere are two reasons for this. First,
the characteristics of properties may change syteatly over time. If properties’ technical

amenities are improved across a whole market &iante, we should observe price increases



due to quality improvement. For a given level ofality however, prices may have been
constant.

Second, properties of different characteristics tnaysact at different points in time. If
high quality properties typically transact in cartime periods, failing to control for this may
lead us to believe that prices have increased rttaae they actually have during these
periods. Note that if we had continuous price dataevery property, this would not be a
problem. Heterogeneity and low liquidity thus tdgatmake it difficult to create indices.

It should be noted that what we mean by bias ma@enl# on what use the index is
intended for. For some applications it may not beessary or even desirable to control for all
types of differences in characteristics. One mayiristance want to construct an index for
which depreciation and improvements are not coletidior. This is discussed in more detalil
by Wang and Zorn (1997).

The fact that property markets are search markeasather source of noise in property
transaction data. Transaction prices are the owsoai negotiations between buyers and
sellers. For any transaction the outcome of thestetion process is just one realization of
many possible outcomes. The actual selling price loa viewed as a random variable
distributed around the market value (where | thikhe market value as the expectation of
the selling price in a normal transaction, i.e.foxwed sales for example). To exemplify, the
price may end up below market value if the buyes &ia exceptionally skilled negotiator at
the negotiation.

A substantial literature has addressed index coctsdn methodology and has
suggested solutions to the inherent problems. €peat sales regression (first developed by
Bailey et al., 1963) is a method for producing adeix that compares prices of houses that
have transacted at least twice during the perigdwioich the index is constructed. The
regression model is constructed so as to compargahsaction price for the same property at
two (or more) transactions. The methodology thudeast in part avoids the problem of
heterogeneity.

There are three main problems with this type o&drirst, the method requires plenty
of transaction data and is therefore not feasibtenriany property markets. Only properties
that have transacted at least twice during thexingiod can be used. Second, in its simple
form, the method does not adjust for the fact thatproperties in the index may change over
time (depreciation, renovations etc). Later literathas suggested ways of dealing with this
problem (Case and Quigley, 1991, is one examplaydTthe method necessarily means that

we build the index on properties that transactroffgoperties that have transacted only once
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during the index period will not enter the regres}i These properties may not be
representative of the population. One study thaéstigates this problem is Englund et al.
(1999). Their study shows that Swedish single faniibmes that are transacted often
typically are of lower quality (small lots etc).

Another way to design transaction-based indices timatrols for differences in
characteristics is to use a hedonic regression mtdéhe hedonic approach, a property is
viewed as a composite good: When buying a profmeréyis really buying set of goods. The
hedonic approach aims to find the marginal contidou of each of these goods or
characteristics on the value of the composite gaodur case a property). This is achieved
by regressing the transaction price of a propentyacmumber of its characteristics (location,
area, age etc). By introducing time dummies inrggression, it is possible to capture the
price level in different time periods while the limded property characteristics control for
heterogeneity. An alternative approach is to edene hedonic regression for each time
period and revalue a representative property déawh period using each respective period’s
characteristics prices. Miles et al. (1990) and Web al. (1992) are examples of studies
where a hedonic methodology is used.

Clapp and Giacotto (1992) suggested an efficient @facontrolling for heterogeneity
among properties. They argue that valuations df e@spective property provide an excellent
heterogeneity control. Using valuations as a cdéntoo differing characteristics is an
attractive idea for two reasons: They are likelgapture very much of the heterogeneity and
they are fairly easy to obtain unlike other corgrblat may require collection of an extensive
array of property attributes. Fisher et al. (200f8sent a new quarterly index for commercial
property that uses this technique. As with repalssmethods the hedonic method is only
feasible when there is plenty of data. For the hedapproach not only transaction data is
needed but also data on the characteristics qirthgerties in the index.

A completely different approach to constructingcpr{or value) indices for property is
to use valuations instead of observed transactidvobep A valuation-based index is
constructed by revaluing the same sample of pr@sedach time period. Valuation-based
indices thus in part avoid the problem of heter@gfgnHowever, assuming that the properties
in the sample change in quality over time, thisuttidoe taken into account.

Using valuations as a means of tracking price &ue) movements hinges critically on
the nature and quality of valuations. There is idyfaubstantial literature that shows that
valuations are prone to a certain type of bias.dvkpecifically, a number of articles suggest

that valuations tend to lag actual prices and #&8ad to smooth out actual price movements,
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so called "appraisal smoothing” (Geltner et al. 20Diaz and Wolverton 1998, Fisher et al.
1999 and Fisher and Geltner 2000). This phenomeonbe shown to be the result of
optimal valuer behaviour (Quan and Quigley, 1988 2891, Childs et al. 2002) but is not
optimal from an index-construction point of view simoothing in individual valuations is
likely to spread to an aggregate index. If smoahépresent in valuations, an index based on
valuations will simply not show actual price moventsbut movements in valuations. The
phenomenon will be dealt with in some detail infileowing.

A valuer that tries to estimate the market valueagfroperty uses transaction prices
from properties that are as comparable as podsilitee property that is being valued. Ideally
these comparable sales (comps) should (1), conme fmmperties that are identical to the
property being valued, (2), the transactions shbakk occurred very recently (ideally at the
same moment that we are making the valuation) a8hdMe should have access to plenty of
them. This will typically not be the case as prdjgsrare heterogeneous and transact seldom.
The valuer will have to make do with less perfeatiad The data that is available to the valuer
will contain noise (due to heterogeneity) and ill viot be completely up to date (old
transactions). We can think of the value estimata aimple average of the transaction prices
from comparable sales. If we use only very recems the value estimate will be up to date
but noisy due to the fact that we have very few germ the average, perhaps only one
comparable sale. As we include older and older aothp number of comps in the average
will be larger reducing the effect of noise. Théueaestimate will however be less up to date
the farther back in time we go. Thus there will detrade-off between noise and bias
depending on how far back the valuer decides tdJging only recent comparable sales will
give an estimate that contains a lot of noise leuy little bias. Using comparable sales from a
longer time period will result in less noise butrmbias.

How far back it is optimal to go depends on what tle valuation is intended for. If we
aim for as small error as possible in the individuaue estimate it may be optimal to go
quite far back as this will reduce the noise. Ifwant to have an estimate with as little bias as
possible it may be optimal to use only very recemmps. If we want to value an entire
portfolio of properties for example it is argualllgtter to have unbiased but noisy estimates
of the individual properties as noise will filtentan the aggregate.

This description of the valuers problem is simplifi(valuations are usually not simple
averages of comps) and is meant to give an inaugiplanation for appraisal smoothing. The
general idea is that valuers use old informatioth trat this behaviour is justified. Quan and

Quigley (1991) have studied the valuers problemerformally. They find that, given a



number of assumptions, it is optirhdbr the valuer to behave according to the follayvin

model:
Vi =a P t (1_ ai )Vit—l (1)

Where v;; is the valuation of property in timet, pi are (noisy) contemporaneous
comparable sales ang; is the valuation in the previous periagt. is a parameter that tells us
how much weight is given to current informationatate to how much weight is given to old
information. A largea i corresponds to much weight being given to conteamEpus
information and vice versa. Note that previous &a0ns (.1, Vit.2 etc) will follow the same
model. It can easily be shown that formula (1)inspdy a weighted average of the current and
all previous comparable sales (ipp wheres=t, t-1, t-2,.....) with lower and lower weights
the farther back we go (see formulas (16) and BEQw). a;; is usually written without time
or individual subscripts but they are included hiarerder to emphasize that alpha may differ
over time as well as for different properties.

An index based on valuations that follow the patter formula (1) will be smoothed.
For many applications this is problematic and redednas therefore been devoted to the
guestion of how to derive unbiased price indicesfvaluation-based indices. Two groups of
solutions are the "zero-autocorrelation” method #mel "reverse engineering” method. The
zero-autocorrelation method builds on the idea tkairns in property markets should be
unpredictable. Using this assumption it is possibldback out "true” (non-autocorrelated)
returns through a regression where autocorrelatdrr is filtered out. Once "true” returns
have been calculated these can be used to calCtia¢g price levels. Blundell and Ward
(1987) proposed this technique and a number oflestihave used and/or developed the
method (Fisher et al. 1994, Cho et al. 2003 andvBrand Matysiak, 1998). The main caveat
of the method is the problematic assumption of zertmcorrelation in returns, which may not
hold.

The "reverse engineering” method is related to rh¢teand was proposed by Geltner
(1993). Geltner (1993) argues that if individualuaions follow the pattern in formula (1), a

valuation-based index will be well described by tbieowing model:

1t is optimal in the sense that\if is chosen in accordance with this formiawill converge to the true

market value of the property faster than any osivaple linear valuation rule.



V. =aB +(1-a)V,, v

whereV; and V.., are the valuation-based index levels at tinamdt-1 respectively
andP is a price (or market value) index level at titrehe tilde is merely there to distinguish
F? from a different price indef®; below). Note thaw; andV;.; are observable.lfz on the
other hand is here regarded as a non-observablpar@nt ofV;. If (2) holds and if we know
a it is possible to construct a price index by bagkout ("reverse engineering”?t from
formula (2):
(L-a)Vu

S e M(EE 3)
a a

~O

(3) is just a simple manipulation of formula (2)el@er furthermore argues that the

noise inpy will largely diversify away in their aggregate cuerpart P so thatP may be

viewed as a "true” (unbiased, noiseless) pricexnd#e may also assume thét contains
noise and employ some noise-reduction technique.

Thei subscripts have been dropped in formula (2) apéh(8rder to emphasize thak,

Vi andV;.; are measured at the index level in these formanasthata when used in this way
usually is assumed to be constant (an assumptaimtay not hold).

One of the main problems with reverse engineesrngat we must estimatg which is
inherently difficult as we do not have access ® 'tinue” price index and probably not the
valuers’ compsf; in formula (1)) either. One of the few studiestba subject is Clayton et
al. (2001). The difficulty of obtainingr is aggravated by the fact thatmay vary over time
and over different properties (empirical supporttfés can be found in Brown and Matysiak
(1998)) and thatr on the individual property level not is necesgarhmediately transferable
to the aggregate (index) level (Bond and Hwang,7200

So far we have discussed how both valuations asuksaction prices are imperfect
measures of price movements in property marketsrel'are however, other more indirect
indicators of property prices. One prominent exampl prices on stocks of listed property
companies (or REITS). These prices refer to intlyemwvned property which means that they

cannot be used as price indicators for the diregpgrty market without adjustment (or at
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least not without caution). Property stocks areefommple usually leveraged assets. This has
to be taken into account as we usually create ptyppedices for properties as such, not
leveraged property holdings (which does not preclude thatghoperties in indices are owned
by leveraged owners). Empirical research has alsad that property stock prices move
partly independently from the directly owned prdapenarket (Chau et al. 2001).

Ling et al. (2000) and Fu (2003) are two exampleartcles that present methods of
using indirect indicators for computing price inec Both articles make use of latent variable
models. With this type of model it is possible loulate an unobservable "latent” variable
with the help of a number of observable "indicatedriables. Applied to property price
indices, the latent variable is the "true” valudem while valuations and property stock prices

may be used as indicator variables.

Proposed index construction method

In short, the setting is as follows. It is assurtteat indications of current market value
can be obtained from two sources; transaction prened valuation data. The transaction
prices are assumed to be unbiased estimates oketmakie but contain a lot of noise. The
valuation data on the other hand is assumed tersisim the effects of appraisal smoothing
(lag, lower volatility).

Assume that there are three indices in the matket, of them observable and one
unobservable. First we have the unobservable "tpuige index l;, that we want to estimate.
There is also a transaction-based ind&xyvhich is built on noisy transaction price datasl

assumed that the price indexis dispersed around the "true” market value index:
Pt = |t + Ut (4)

Whereu is a random error distributed around the markétevandex ande (u, ) =0. u;

is assumed to be uncorrelated wiglwheres =..., t+2, t+1, t, t-1, t-2..... The variance od
may differ in different time periods. In wordg;,is a noisy measure &f

Assume furthermore that we have a valuation-basddxi, V;. This index is built on
individual appraisals. The individual appraisale assumed to follow the pattern discussed
above (formula (1)). It is furthermore assumed that pattern carries through to the index so

that we have
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Vi =al, +(1_a)\/t—1’ (5)

where a is the smoothing parameter. In words, the valunaseriesV; provides a
"smoothed” but noiseless signal bf Regarding the behaviour &f andV;, the presented
setting is the same as Geltner (1993). One cowdd'nieverse engineering” on the valuation
based inde¥X; presuming that we have an idea of the value. of

After considering the set-up, the following questimay arise: Why does the price
index P; contain noise while the signal of "true” valuetire valuation-based index does not?
In the presented set-up, the individual valuat®rbuilt on noisy price information and the
previous valuation, but when we combine valuatiomsan index, the noise in the price
information filters out. Why can we not simply cadt the price information that valuers use
and create a transaction-based index free of ndise’hoise filters out in the valuation-based
index — why not in the transaction-based index?

The set-up implicitly assumes that the price infation that valuers have access to is
richer than the price information available to ge¥son constructing the index. This requires
some motivation. First of all, the information dehie to valuers may be costly or impractical
for the index-constructor to acquire. It may forample be the case that the data are not
collected in one place or that the raw data ne&tensive processing before use. Secondly,
valuers may have access to information that singplyot available to the index-constructor.
Some transaction prices may not be disclosed pulilitt leak to valuers. Some transactions
are part of a larger deal that includes other asagtwell. In this type of deal the implicit
transaction price of the property may not be kndavihe public but to valuers. Furthermore,
the noisy price information that valuers use matyb®actual transaction prices. Knowledge
of deals that did not happen, rumours etc may ba a8 part of the noisy price information
used by valuers. Despite this argument one mayeaitwat the "true” price index component
in (5) should include an error term. The effectsatibwing for this are discussed in a
subsequent section (equations (15) and (16)).

Simulation (A) in Figure 1 shows visually hdyy P; andV; relate to each other. In this

simulationl; is assumed to follow a random walk:

It:|t—l+vt (6)
v, ~ N(01) (7)
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It was constructed by generating 25 random numbgran(d then using formula (69
was generated using formula (4) whexe~ N(0,4). Vi was constructed using formula ().

was set equal to 0.4. The figure illustrates thas a noisy (more volatile) version gfand

thatV; is a smoothed (less volatile, lagging) versioih.of

1 1

T T T T T \I l\ T T T T T T T T T T T T T T T T T
1\2,3 4 5 6‘7,8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
\
/ I
k

-2 ¥

Figure 1. Simulation (A) of a "true” value indekx){ an index constructed with observable

transactionsK;) and an index constructed with valuatiox3. (

Equation (5) is equivalent to:

| - & _ (1_ a)\/t—l (8)
a

' a
Equation (8) is a description of hdwis related td/; andV;.; wherel; is expressed as a
linear function ofV; andV.;. Of course|; is not literallydriven by V; andV;. (8) merely
shows how variation iy can be captured witk; and V.., if we assume that equation (5)
holds. Assuming that we can observe the three blasave could estimate (8) by OLS. If we

were to regresk on V; andVi.; we would be able to capture all variationlirsincel; only
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"depends” onV; andV.,. The coefficient fol; would equall/a and the coefficient fo¥;.,

would equal—(l—a) /a . If we included an intercept in the regressiowauld equal zero. |

use the word depend here in the sense that thetiearinl; can be captured by andVi.1.
Now, we can observ¥; andV,.; but notl;. We can however obser® which is just a

noisy measure df:

SR ) VR ©
a a

| have simply inserted the right-hand side of emue(8) instead of; in equation (4) in
order to arrive at (9). Model (9) is possible tbireate since we have assumed tRaandV;

are observable. We would then run the followingeegion model:
R=6+BV +BN .tq (10)

where we know from (9) that the true parameters GareO,p =1/a,
B, =-(1-a)/aand thate =u,. Assuming thatu; is uncorrelated withv; and Vi; the

coefficients for the explanatory variables will babiased. In other words, their expected

values are their respective true population coypates:

E(4)=0. (11)
E( Al) =1/a, (12)
E(Az):—(l—a)/a (13)

We can obtain predicte@:

P =B, +BV +BV, (14)

The expected value d givenV; andV,, is:
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E(BVV.)= E(B, + BV, + BNV, V) (15)

=6, + BV, + BN,

zﬁ _ (1_0)\4—1
a a

_|t

In words, predicted®; is an unbiased estimate kbf As the number of observations
increases, the coefficients are better and bestenated and the predict&dwill come closer
and closer ta.

Figure 2 shows simulation (B) which is similar tonglation (A) in Figure 1 but in

which | have also include® which is predicted, from a regression wheR is regressed on

V: andV.; (regression model (10)). As is evident from tlgaife, the predicteB; comes close
to I..

—
— — Pt
Vit
— — pred. Pt

Figure 2. Simulation (B) of a "true” value indely,(and an estimation of (predictedP;) using
transactions-based and valuation-based indices.
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We do not actually have to assume thais uncorrelated with/; and V.. It follows
from previously made assumptions: (i) the assumptiaty; is uncorrelated witl in all time
periods and (ii) the assumed model of the appraigséd index, equation (5). To see this,
note that equation (5) implies thétcan be expressed as a function of the currentagygd

values ofl;. We have (equation (5) restated):
Vi=al + (1_ a)\/t—l (16)

Insertion ofal _, +(1-a)V,_, instead ofV,_,, al, , +(1-a)V_, instead ofV_, and so

on yields:
Vi =al, +[-a)al, +[L-afal,, +1-a)al, , +... (17)

Equation (17) shows that; is a function ofls wheres = t, t-1, t-2.... which are all
uncorrelated withu; by assumption. Hencey is uncorrelated with/;. The same argument
holds forVi.i.

The reader may object that estimatiRgon V; and V. results in biased coefficient
estimates due to simultaneity (the argument mightHat prices drive valuations, not the
other way round). Then we have to remember whaangetrying to achieve with regression
equation (10). The point of the regression is motest a causal relationship. The point is
instead to reduce the noise in tReobservations (or to get rid of the lagging/smaaghi
behaviour inv; if you will). £, andf, should not be thought of as measuring causalteffed
rather the linear relationship betweenV; andVi;. We know from the assumptions that we
have made that this relationship follows formula (9

How can valuations completely capture "true” pnmeevements in this setting? In order
to give an intuitive explanation why this may be ttase let us start with the basic model of

how valuations relate to the "true” price:
Vi=al + (1_ a)\/t—l (18)

The formula shows that; contains both the "true” prick scaled down by a facter
and the previous valuatioh.;. Thus, by scaling up the "true” price componerd getting rid
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of theV,; component we have the "true” price. This is exaathat happens when we regress
P; onV; andV..;. From above (equation (15)) we have that:

A V. d-a)V,
E (A V) = - (19)

The first term in this expression may be thoughtasfthe term that scales up the
component oV;. To see this note the following:

(20)
= It + (1 a)vt_l
a
. " . . —O')Vt_l Vt .
Subtracting the "previous-valuation-componenrt= po , from o we get:
&_ (l_a)\/t—l - It + (l_a)\/t—l _ (1_ a)\/t—l - It (21)
a a a a

Relaxing assumptions

The proposed method relies on a number of assunptid these assumptions are
fulfilled, the index construction method works wellthe sense that it produces an unbiased
estimate of the "true” index series. Of course,dasumptions may not be fulfilled or at least

may not be completely fulfilled. The rest of theopadiscusses how the results are affected if
the assumptions are not fulfilled.

Price process

In the presentation of the methodology, the procéshe "true” price index was not
discussed and no assumptions were made about ibaks like. In other words, the index
construction method is not dependent on a partiquiacess of the "true” price. Simulation

(C) was made to illustrate thils.is assumed to follow an ARMA(1,1) process:
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|, =051, +v, +V_, (22)
v, ~N(01) (23)

V: andP; are constructed in the same way as in simula#grafd (B) buta is assumed

to be 0.3 in this simulation.

— | {

Pt
Vt
= =pred. Pt

Figure 3. Simulation (C) of a "true” value inddy,(and an estimation &f (predicted?,) using

transactions-based and valuation-based indicissassumed to follow an ARMA(1,1) process.

As in simulation (B), predicteB follows I; closely: the methodology is not sensitive to
the process of the "true” price index. The simwlatiserves a second purpose. In this
simulation, 200 observations were generated insdé&@b observations as in simulation (B).
This means that when regressiign V; andV.; in this simulation, coefficients are estimated
with more accuracy. Consequently, predidgeébllows I; more closely than in simulation (B)

illustrating the fact that the more observatiohs, lbetter the proposed methodology works.

Valuer model

The assumption of how the valuation index behaggaation (5), is explicitly used in
the derivation of the index construction methodgémneral, therefore, the method does not
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work unless this assumption holds. The method noayeker still work as an approximation
even if equation (5) does not hold in a strict seMghether the approximation is reasonable
or not depends on exactly how reality deviates femuation (5). As the true behaviour\Gf
may deviate from equation (5) in countless wayss iimpossible to give an exhaustive
discussion of what happens when model (5) is idvdlhis section will discuss some possible
deviations.

First, one may think of several models that sharportant traits with model (5) but

deviate in some sense. Model (24) is one such eleamp
V. =al, +aZ|t—l+(1_al_a2)|t—2 (24)

This model will lag the "true” index and will smdobut its movements just like model
(5). The difference between the models is the wisighd the fact that model (5) goes further
back in time. Model (24) is motivated for exampieve think that valuers do not go as far
back in time as suggested by model (5).

A simulation was run where the "true” price indexassumed to follow a random walk
as in simulation (B)P; is generated as in simulation (B) avidis now assumed to follow

model (24) with weights chosen to lse =a, =1-a, —a, =1/3. The results of simulation

(D) are shown in figure 4. As expected, the resals not as good as in the previous
simulations. The methodology does however not pelacompletely. There is little lagging
and much of the noise is eliminated. If we haveeraservations the results are even better.
Simulation (D) was made with 25 observations. AmjperA shows the results when the
simulation is made with 1000 observations. Whike tasults for model (24) are encouraging,
they cannot be generalized. Simulation (D) doesdvawshow that the methodology does not

necessarily collapse if model (5) is not true.

18



—

Vit
— — pred. Pt

Figure 4. Simulation (D) of a "true” value indely){and an estimation of (predictedP,) using
transactions-based and valuation-based indi¢es.assumed to follow model (24).

An alteration to model (5) that makes sense inteliyi is to assume that insteadlpin
model (5) we havér; which isl; plus random noise;:

Vi=al*, +(1_a)‘/t—1 (25)

I * =1, +n (26)
The rationale for this model is that maybe notddllthe noise from the individual

valuations is filtered out when valuations are aggted into an index. If (25) holds the true
population model oP; is:

P =\2_ (1—6;)\4-1 —n +u, (27)
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If we regressP; on V; and Vi.; when the true population model is equation (28 th
coefficient estimates will be biased ¥sis correlated with the error term in equation (27)
This can be seen from equation (25) and (26)s a function ofn. In general therefore, this
type of deviation from the assumptions is problemdthree simulations were made in order
to seehow problematic. The simulations are all similar tanslation (B) except thaV; is
constructed using formula (25) and (26). They difietween each other in how large the
variance of is. Simulation (E) has the lowest variancen.0625, which can be compared
with each time periods innovation inwhich has a variance of 1. When the variance; &6

this low the problem associated with this type e¥idtion is relatively small (see figure 5).
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Figure 5. Simulation (E) of a "true” value inddy,(and an estimation of (predictedP;) using
transactions-based and valuation-based indidés.assumed to follow model (25) and the variarfce o
n; is 0.0625.

If the variance ofy is 0.5625 as in simulation (F) there are biggebjems as can be
seen from figure 6. Appendix B shows the resultenvthe variance af; is 6.25. When the
variance is this high, the predictBdfollows V; rather thar. This simulation is however not

included as a practical example but rather to stiawthe estimate ¢ is biased toward¥;.
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The results show that the effect of this type obaalepends critically on the variance

of the noise.

- — |t
’ Pt
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Figure 6. Simulation (F) of a "true” value inddy,(and an estimation df (predictedP,) using
transactions-based and valuation-based indi¢es.assumed to follow model (25) and the variarfce o
n; is 0.5625.

Constant alpha

The proposed model implicitly assumes that the d$hmiog parametera does not
change over time. Quan and Quigley (1991) showed theoretical model that can be
expected to be different in different market coldis. This is intuitively appealing since
different periods exhibit differences in transactiolume and hence the number of comps
that valuers can use. Brown and Matysiak (1998yvstimpirical evidence that differs over
time and circumstances. A simulation (G) was maderder to see what happens when

changes over time. In the simulatianfollows a simple process: for the first 13 timeipds,
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a is 0.4, for the latter 12 time periodsis 0.2. Except for the changingthe simulation is

similar to simulation (B).
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Figure 7. Simulation (G) of a "true” value inddY,(and an estimation of (predictedP;) using
transactions-based and valuation-based indices.siffumthing parametar shifts over time in this

simulation.

The simulation shows that the method is sensibveheinginga. For the first part of the
index, true market movements are exaggerated vidleopposite is true for the latter part.
This stems from the fact that is estimated at 0.3 or the averagever the time period.
Consequentlyr is underestimated for the first half of the peremt overestimated for the
second half. This in turn has the effect that moetsiinl; is exaggerated in the first half and
the other way round in the second half. Simula{@h has shown but one way in which
may change but has demonstrated that the methsehgstive to this assumption. A feasible

remedy to this problem is to use a rolling reg@ssechnique.
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Conclusion

This paper presents a method for combining trarsacand valuation-based data in a
price index. The point of the method is to at lepattly provide a remedy for inherent
problems in the two types of data: noise in tratisaalata and smoothing in valuation data.
The methodology is devised for a world where theeobable transaction prices can be used
to construct a price index that constitutes a nasgynal of the “"true” price index.
Furthermore, it is assumed that valuations can d&# Uo construct a market value index
which is a noiseless but smoothed version of thee"tindex.

By regressing the observable price index on theataln index (contemporaneous and
lagged one period) it is possible to filter out timse in the observable price index. If there
are many observations, the predicted observabte pmdex comes very close to the "true”
price index. The method may be seen as a way oebitt@othing” a valuation-based index.
The advantage that this method gives comparedri@rede-smoothing techniques is that it
does not require us to know the smoothing paramie¢éorehand. On the contrary, the
methodology may be seen as a way of estimatingrtteothing parameter.

The paper discusses some of the assumptions ntageshown that the method is
insensitive to the "true” price process. The moaokethe valuation index is a more crucial
assumption but it is demonstrated that deviatiomfthe model assumed is not necessarily
critical. It is furthermore pointed out that ovené varying smoothing of the valuation index

is problematic. This may however be remedied byllang regression technique.
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Appendix A
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Simulation of "true” value index ), and estimation df (predictedP;) using transactions-based

and valuation-based indiceg, is assumed to follow model (24). The simulatiorb&sed on 1000
observations.

27



Appendix B
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Figure 6. Simulation of a "true” value indek){ and an estimation df (predictedP,) using

transactions-based and valuation-based indi¢es.assumed to follow model (25) and the variance i
n is 6.25.

28



