
Grids are  rapidly developing into an
i m p o rtant pre requisite for adva n c e d
computing and data handling in

re s e a rch institutions, i n d u s t ry and many other
o r g a n i z a t i o n s . G rids are  assemblies of com-
p u t e rs , scientific and medical instru m e n t s ,
d i gital databases, equipment for visualization
and mobile communication together with a
set of services for the effective and conve n i e n t
use of the assembled re s o u rc e s . The impor-
tance of Grids is perhaps best measured by the
commitments and investments by industry,
with 12 companies last year announcing bil-
lion dollar investments in Grid technologi e s
and application support based on the Globu s
t o o l k i t . I B M , Sun Micro s y s t e m s , C o m p a q ,
S G I , C r ay, F u j i t s u , H i t a c h i , NEC and

M i c rosoft are all committed to Gri d s .T h o s e
utilizing Grids re q u i re ubiquitous access to
the re s o u rces within the Gri d s ,s e c u re storage
and transport of data and progr a m s , and con-
venient means of discove ring  what re s o u rc e s
a re ava i l a ble under what conditions at va ri o u s
t i m e s . These basic re q u i rements imply that a
system for authenticating users and supplying
s e rvices on the Grid must exist.T h e re is also
a pronounced need for management tools,
such as tools for re s o u rce discove ry, re s o u rc e
re s e rva t i o n ,s c h e d u l i n g , task initiation and ter-
m i n a t i o n , file and account management, a n d
m o n i t o ring of re s o u rce use.These services are
often part of a softwa re layer called “ m i d d l e -
wa re ” and re p resent what discriminates Gri d s
f rom the Intern e t . (… continued on p 6) ➤➤
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Hi g h - Pe r f o rmance Computation
(HPC) in science and engi n e e ri n g
is moving into a new era due to the

rapid developments in communications net-
wo r k s , in particular wide area netwo r k s ,w i t h
the deployment of all optical netwo r k s ,D e n s e
Wave Division Multiplexing (DWDM) tech-
n o l og y, and Ethernet technologies for up to
10 Gbps at ve ry low cost. Though at the
moment the economy of high-speed and
b roadband networks seem bl e a k , close to 10
Tbps new transatlantic capacity has been
d e p l oyed within the last year or so.Te c h n o l o-
gy exists in commercial laboratories that
would increase the capacity of fiber netwo r k s
m o re than a 1000-fold.The prospect of prac-
tically unlimited bandwidth in core netwo r k s
t ogether with broadband wireless access will
change the way we all work and live, and the
way science is pursued and education carri e d
o u t . G rids will be commonplace in this new
e nv i ro n m e n t . To d ay, dozens of projects and
h u n d reds of engi n e e rs , scientists and gr a d u a t e
students are busy developing softwa re sup-
p o rting the vision of Gri d s .Worldwide annu-
al investments in softwa re for Grid middle-
wa re and Grid application deve l o p m e n t
amounts to at least $50M.Application drive n

p rojects dominate, while five ye a rs ago mid-
d l ewa re projects we re the only re c og n i z a bl e
G rid pro j e c t s . This decade will be the decade
of Grids in the way the 70-ties through early
80-ties we re dominated by vector computing
and the mid 80-ties through the 90-ties we re
dominated by parallel computing in compu-
tational sciences and engi n e e ri n g .

PDC re c ognized the potential impact of
G rids early and initiated the development of
e x p e rtise in the area in 1996, and has since
then participated in several national and inter-
national efforts in development and va l i d a t i o n
of Grid softwa re, both middlewa re and appli-
c a t i o n s , including distri buted visualization
and steeri n g .

C l e a r l y, with the many form i d a ble chal-
lenges to realize the vision, no one group or
organization can be expected to provide all
the necessary softwa re, nor to have the win-
ning concepts and ideas. T h u s , much in the
s p i rit of the Internet Engi n e e ring Task Fo rc e
(IETF) that develops standards for the Inter-
n e t , re p re s e n t a t ives from the re s e a rch commu-
nity in academia and national laboratori e s ,
and industry, h ave engaged in a commu n i t y
building effort to develop a forum for deve l-
oping interoperability standard s . PDC part i c-
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ipated in the formation of the European Gri d
Fo rum and hosted its first workshop in
December 1999.The European Grid Fo ru m
has since merged with the US Grid Fo ru m
and the A s i a - Pacific Fo rum to form the
Global Grid Fo ru m . The recently 
p roposed Open Grid Services 
A rc h i t e c t u re (OGSA) is a significant step in
the direction to an open arc h i t e c t u re for Gri d
and Web serv i c e s .

The need for Grids is strong in many
d i s c i p l i n e s , such as fundamental
p hy s i c s , a field in which experi m e n t a l
data is collected in ve ry few locations,
l i ke the LHC project at CERN, w h i l e
the analysis is carried out by a wo r l d w i d e
c o m mu n i t y. A s t ro p hysics is another discipline
in which increasing amounts of data are gen-
erated through instruments with incre a s e d
re s o l u t i o n , often in remote locations and
r a rely where scientists are located and com-
putational re s o u rces for data analysis and visu-
alization may exist.T h e re are many other sim-
ilar examples in the traditional sciences and
e n gi n e e ri n g . B u t , the life sciences and medi-
cine provide perhaps even more challengi n g
and rewa rding applications since both data
generation and users are  distri bu t e d , and pri-
vacy as well as security issues are of para-
mount intere s t . D i gital mammogr a p hy is
expected to generate at least as much data in
the US alone as the LHC pro j e c t , but unlike
that project where all pri m a ry data is generat-
ed in one location, thousands of units will
generate mammogr a p hy data in the US, w i t h
the possibility of several tens of thousands of
units generating data wo r l d w i d e.

PDC has been fortunate to have the oppor-
tunity to partner with the international com-
munity in establishing testbeds and deve l o p-
ment of softwa re and expert i s e.We have also
been fortunate to have had  the trust of PDC
u s e rs to engage in some early Gri d - l i ke ser-
vice deploy m e n t ,l i ke remote data and file ser-
vice for SSF’s Large-Scale Genotyping Labo-
r a t o ry in Uppsala and the Swedish Space
C o n s o rt i u m ’s Odin pro j e c t , as well as been
e n t rusted to offer cluster based compute and
file storage service for SBC, the Stockholm
B i o i n f o rmatics Center, with participants at
the Karolinska Institute, Stockholm Unive rs i-

ty and KTH.The part n e rship with IBM for
Vasaloppet demonstrates several of the unique
elements of Gri d s . In this demonstration pro-
ject sensor data is integrated with high-per-
f o rmance computing and data bases in re a l
t i m e. G rids should provide increased oppor-
tunities for the user commu n i t y, and for col-
laboration with other centers prov i d i n g
re s o u rces for the academic commu n i t y, i n d u s-
t ry and agencies of local and national gove rn-
m e n t .

We view development of knowledge  of
the unique opportunities offered by Grids as
an important challenge. One way in which
we  address this issue is by offering Wo r k s h o p s
and Symposia. Another is by incorp o r a t i n g
aspects of Grids in course offeri n g s , such as
our Summer School that is offered in A u g u s t
(see page 11) in collaboration with the
National Graduate School in Scientific Com-
p u t i n g . In this issue we briefly describe a few
of the Grid projects PDC has undert a ke n .
The hope is that this will stimulate our user
c o m munity to rev i ew how the new opport u-
nities offered by Grids can be beneficially
used in its endeavo rs .

Lennart Johnsson

PDC is taking part in the efforts to
develop open standards for Grids,
tested since 1996 in the GUSTO
Computational Grid Testbed 

GUSTO Computational G rid Testbed
as of November 1997



The Science, Te c h n o l ogy and
R e s e a rch Transit Access Po i n t ,
S TA RTA P, is a project focused on

i n n ovations in the network infrastru c t u re, i t s
management and operation, and low leve l
s o f t wa re support for applications re q u i red for
a successful realization of Gri d s .

S TA RTAP provides a persistent infrastru c-
t u re for interconnection and intero p e r a b i l i t y
of advanced (international) networks in sup-
p o rt of application deve l o p m e n t ,p e r f o rm a n c e
m e a s u rements and technology eva l u a t i o n .
Tom DeFanti is Principal Investigator for
S TA RTA P. He early re a l i z e d , as indicated in

the article on page 6, t h a t
s everal aspects of the com-
puting and commu n i c a-
tion infrastru c t u re for sci-
ence and engi n e e ri n g
re s e a rch and education
could and should change
to create an entirely new
i n f o rmation arc h i t e c t u re
w h e re bandwidth, a l o n g
with computing and stor-
a g e, is the enabl i n g , r a t h e r
than gating, t e c h n o l og y.

The focus for STA R-
TAP and similar initiative s
is on transforming the net-
work arc h i t e c t u re, p ro t o-
c o l s , operations and man-
agement to better serve
c u rrent and future applica-
t i o n s . The ambition is not
only to speed up the adop-
tion of new technology in
the network infrastru c t u re
t h rough (commerc i a l l y )
compelling applications,
but also to motivate com-
petition among telecom-
munications carri e rs based
on open standards in a way
similar to the transform a-
tion that has taken place in
the computer industry and
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The STA RTAP meeting

2001 at PDC

Figure 1. Prediction of bandwidth
use over the next decade (courtesy
Lawrence Roberts, Caspian Net-
works).

Figure 2.Nordunet connections to
the US and STARTAP.

Figure 3:Starlight, the 
TeraGrid and the National Trans-
parent Optical network,NTON.

I n t e rnet Protocol based products and systems.
The driving vision is that science and engi-

n e e ring increasingly is pursued by teams
based on skills, i n t e re s t , e x p e rience and
re s o u rces re g a rdless of locations. An element
of the vision is that the interactive sharing of
v i rtual worlds will significantly enhance the
p ro d u c t ivity of such teams. S h a ring of visual
e x p e riences re q u i res broadband netwo r k s , bu t
also places stringent quality of service re q u i re-
ments with respect to, for instance, l a t e n c y
and jitter. F i g u re 1 illustrates the expected
dominance of va rious forms of video re l a t e d
t e c h n o l ogies over the coming decade, as pre-
dicted by one of the fa t h e rs of the Intern e t ,
L aw rence Robert s .

The real-time aspect of high-perform a n c e
n e t works is also critical in many applications
i nvolving control and data acquisition fro m
i n s t ruments and sensors . Q u a l i t y - o f - S e rv i c e
must be a perva s ive pro p e rty of the netwo r k
i n f r a s t ru c t u re to serve many current and most
f u t u re applications. N ew detectors for instru-
ments in many science and engi n e e ring disci-
plines and medicine are revo l u t i o n i z i n g
e x p e rimental data capture and rapidly pro-
ducing large amounts of data thro u g h
i m p roved resolution in time and space neces-
sitating scalable and distri buted approaches to
data analysis and visualization.The infrastru c-
t u re supporting the correlation of instru m e n t
and sensor data with large-scale simu l a t i o n s ,
a n a l y s i s ,i n t e rrogation and interp retation mu s t
h ave high assured capacities and qualities.

The STA RTAP effort re c e ived its first fund-
ing in 1997 from the US National Science
Foundation and holds annual meetings. P D C
hosted the 2001 meeting. S TA RTA P, a Next
Generation Internet Exchange Point (NGIX),
is managed by the Unive rsity of  Illinois at
Chicago. Some peering arrangements are
t h rough consort i a .T h u s , for instance,N o rd u n e t
is one of four ori ginal charter members of
E u ro - L i n k . CERN has since joined the Euro -
link consort i u m . S i m i l a r l y, Tr a n s PAC handles
the peering for A s i a - Pacific A d vanced Netwo r k



Dutch SURFnet connection to StarLight
with a 2.5 Gbps optical circuit since the fall of
2001 was described by Erik Jan Bos.

Bill StArnaud gave a status re p o rt on the
CA - n e t , the first all optical national netwo r k ,
and its deve l o p m e n t . One innova t ive use of
the expected abundance of bandwidth in
Wide A rea Networks (WAN) that has been
p u rsued by CA-net is the Wavelength Disc
D rive (WDD) that exploits the high band-
width times delay product of continental scale
optical netwo r k s .

L a rry Smarr gave his current view of Gri d s ,
one aspect of which is captured in Figure 4.
The Figure captures the vision of the integr a-
tion of sensor and wireless networks into a
w i red optical communications infrastru c t u re
with substantial computation, storage and
visualization capabilities.

Maxine Browne gave a brief ove rv i ew of
applications cove ring both telecollaboration
and applications involving data collection
f rom scientific instruments and large-scale
s i mulation and analysis.

In summary, the annual meeting showe d
that great progress in the networking area is
made towa rds enabling the vision of Gri d s .
The meeting was attended by several of the
l e a d e rs of the Grid revo l u t i o n . The STA R-
TAP meeting provided evidence of the i)
emergence of data collections as fundamental
to scientific re s e a rc h , ii) emergence of com-
munity scientific pro j e c t s , iii) explosive
growth of high-resolution scientific instru-
m e n t s , iv) broad deployment of ultra-high-
speed netwo r k s .

( A PA N ) , and MIRnet handles the peering for
R u s s i a . The Network Operations Center’s
( N O C ’s) for STA RTA P, E u ro - L i n k ,Tr a n s PAC
and MIRnet is handled by Indiana Unive rs i t y
that has established a Global re s e a rch Netwo r k
Operations Center (GNOC). The Nord u n e t
connection to STA RTAP is illustrated in 
F i g u re 2.

At the 2001 A n nual STA RTAP meeting
s everal re p re s e n t a t ives of networks peeri n g
with STA RTA P, some network operators and
a program manager from the US National
Science Foundation gave brief pre s e n t a t i o n s .
Tom DeFanti described the StarLight pro j e c t
that will establish an optical NGIX in Chica-
go with initial connections as shown in Figure
3 .I n i t i a l l y, Starlight will support four 10 Gbps
Dense Wave Division Multiplexing (DW D M )
channels from Chicago to other places in the
U S, with plans for 40 Gbps per wave l e n g t h
and much higher wavelength counts by 2004.
To achieve the goals of STA RTAP/Starlight a
concentrated effort is re q u i red on (a) manage-
ment of high-bandwidth wide-area connec-
t i o n s ; (b) creation of wavelength scheduling,
a l l o c a t i o n , and security middlewa re ; and (c)
design of new protocols for managi n g
DWDM netwo r k s , including Grid middle-
wa re for provisioning bandwidth.

Charlie Catlett, the Chair of the Global
G rid Fo rum and also re s p o n s i ble for the net-
work aspect of the Te r a G rid fa c i l i t y, d e s c ri b e d
the Illinois I-wire pro j e c t , a project deploy i n g
DWDM technology between major re s e a rc h
institutions in Illinois.

The developments in Holland and the
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Figure 4:Pervasiveness of
Grids as seen by Larry Smarr.



➤➤ (… continued from p 1)

The Grid has been described by Bill Jo h n s t o n
as tools, m i d d l ewa re, and services 
• p roviding a uniform look and feel to a

wide va riety of computing and data
re s o u rces 

• s u p p o rting constru c t i o n ,m a n a g e m e n t ,a n d
use of widely distri buted application systems

• facilitating human collaboration and
remote access and operation of scientific
and engi n e e ring instrumentation systems

• m a n a ging and securing the computing
and data infrastru c t u re.

Bill Johnston is NASA’s Information Powe r
G rid technical project manager and manager
of the US Department of Energy’s (DoE)
G rid effort , the DoE Science Gri d .

The “ World Wide Gri d ” concept was con-
c e ived in 1993 by Tom DeFanti, Rick Steve n s
and Larry Smarr. DeFanti  at the Electro n i c
Visualization Laboratory at the Unive rsity of
I l l i n o i s , C h i c a g o, is perhaps best known for
his contri butions to computer gr a p h i c s , t h e
founding of the SIGGraph confere n c e s , a n d
i nventing the CAVE virtual reality env i ro n-
m e n t . S t eve n s , well known for his interest in
visualization and human-computer interfa c e s
is a computer scientist at the Mathematical
Sciences Division at Argonne National Labo-
r a t o ri e s , and Division leader. S m a rr, we l l
k n own for his vision of large-scale scientific
and engi n e e ring computing, is an astro p hy s i-
cist that at the time served as  director for the
National Center for Supercomputer A p p l i c a-
tions (NCSA) at the Unive rsity of Illinois,
U r b a n a - C h a m p a i g n .L a rry Smarr is now the
d i rector of the California Institute for
Te l e c o m munications and Information Te c h-
n o l og y. The motivation for the World Wi d e
G rid concept was the  opportunities offere d
by the rapid technological evolution to carry
out distri buted visualization and simu l a t i o n .
N C S A ’s successful Mosaic web browser (the
p rototype for the Netscape browser) derive d
f rom ideas of Tim Bern e rs-Lee at CERN wa s
a great motivation as we l l .

The occasion driving the conception of
the Grid was the expo in conjunction with
S u p e rcomputing ’95 for which Tom DeFanti
had accepted the re s p o n s i b i l i t y. He wa n t e d
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to show a vision of the future enabled by
h i g h - p e r f o rmance computing and commu-
n i c a t i o n . The demonstration pro j e c t , n a m e d
I - Way, i nvo l ved 17 different organizations
and peering between 11 different computer
and telecommunication netwo r k s . About 60
applications we re successfully demonstrated.
The softwa re that tied the va rious re s o u rc e s
t ogether and enabled application programs to
run across the network and the assembl e d
c o m p u t e, storage and visualization re s o u rc e s
was developed by Ian Fo s t e r ’s group at
Argonne National Laboratories under the
name I-Soft. The great success of the I-Way
demonstration lead to the now ve ry we l l
k n own Globus project lead by Ian Foster and
Carl Ke s s e l m a n , an I-Way collaborator at Cal-
i f o rnia Institute of Te c h n o l ogy in Pa s a d e n a .

The development of the commu n i c a t i o n
i n f r a s t ru c t u re is now ve ry rapid and Gri d
re s o u rces are expanding fa s t .T h e re are now a
large number of projects in industry, n a t i o n a l
l a b o r a t o ries and academia spread across the
U S A , C a n a d a , E u rope and Asia with the aim
to provide national or global env i ronments for
access to data collected by unique scientific
i n s t ruments or laboratori e s , data bases, c o m-
pute and storage re s o u rc e s .The shifting of the
focus towa rds data is in part a consequence of
the world becoming digi t a l . In fa c t , the inve s t-
ments in data storage grows more rapidly than
the investments in compute capacity, and the
capabilities of storage technology improve s
m o re rapidly than the processing capability.
Storage capacity doubles close to eve ry 12
m o n t h s , while processing capability doubl e s
eve ry 15 – 18 months at constant cost.

I n t e r a c t ive, d i s t ri buted visualization for
collaboration between team members in dif-
f e rent locations is an essential element of
m a ny of these pro j e c t s . Demanding applica-
tions are present in several are a s , such as high
energy phy s i c s , e a rth sciences, b i o m e d i c a l
i m a ging and genome re s e a rc h .The challenge
in collecting, s t o ring and analyzing measure-
ment data from the Large Hadron Collider,
( L H C ) , at CERN (described on page 7–9) is
an illustrating example. Significant amounts
of data are produced in steadily incre a s i n g
nu m b e rs of projects both in academic
re s e a rc h , i n d u s t rial applications, c o m m e rc e
and gove rnment as indicated in other art i c l e s
in this New s l e t t e r.
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EU Dat a Grid Pro j e ct

The EU DataGrid is a large-scale pro-
ject in eve ry respect except for the
size of the objects for whose study

the project was initiated.This field of phy s i c s ,
which is the scientific pursuit of the funda-
mental constituents of matter and their inter-
a c t i o n s , is known as both high energy phy s i c s
and elementary particle phy s i c s .The ultimate
goal is to create a unified theory of nature
t h rough a unification of forc e s . The Large
H a d ron Collider (LHC) is being constru c t e d
at CERN in Geneva re p resents a large step
t owa rds that goal by enabling experiments to

p robe interactions at an energu scale in excess
of 1 TeV (101 2 e l e c t ron vo l t s ) . Such energi e s
a l l ow for thorough studies of several pre s s i n g
questions in fundamental phy s i c s , such as
issues related to the Higg’s part i c l e, which is
thought to be re s p o n s i ble for mass, ev i d e n c e
of supers y m m e t ry, and extra dimensions of
s p a c e - t i m e.The LHC will begin operating in
2 0 0 7 .

The issues have deep connections to the
large-scale stru c t u re of the unive rse and imply
significant overlap with disciplines such as
a s t ro p hy s i c s , c o s m o l og y, and nuclear phy s i c s .

Figure 1 (top):The collision and
measurement selection procedure
as it will operate in the LHC from
2007 and onwards. (Courtesy Paul
Avery, University of Florida.)

Figure 2 (bottom left):The layout
of the different projects at the
CERN accelerator.

Figure 3 (bottom right):The ATLAS
detector  (low left).The diameter of
the detector is 22 m and its length
is 44 m.
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The LHC detectors will capture events that
occus at distances down to 10- 1 9 m . T h e
events result from beam collisions in which
the interesting events are obscured by many
u n i n t e resting collisions and the selection
p rocess is illustrated in Figure 1. Finding the
i n t e resting events are indeed like looking for
a needle in a hay s t a c k .The ratio of intere s t i n g
events is 1 in eve ry 101 3 c o l l i s i o n s . The data
generation is enorm o u s .

The LHC has four different detectors along
the accelerator ri n g , as shown in Figure 2.T h e
a c c e l e r a t o r, which lies partly in France and
p a rtly in Switzerland, has a diameter of about

9 km and a circ u m f e rence of 26.7 km. T h e
scale of the detectors is illustrated by the
ATLAS experi m e n t , with Figure 3 show i n g
the physical size, and Figure 4 illustrating the
data rates. The majority of work in the
S wedish physics community is related to the
ATLAS detector. The data saved from an
event may be 1.5 MB; with a billion events a
ye a r, the arc h ival storage need is estimated at
5 Pbytes in its initial year of operation, 2 0 0 7 .
By 2012, about 100 Pbytes of data are expect-
ed to be accumu l a t e d .The scale of the scien-
tific collaboration is also huge. The AT L A S
e x p e riment invo l ves about 1,800 scientists in
about 150 re s e a rch laboratories and unive rs i-
ties in 32 countri e s .The way to handle these
large amount of data and the computing
p ower re q u i red to analyse them in a wo r l d
wide distri buted manner has large implica-
tions also for other fields of science, e. g .b i o i n-
f o rm a t i c s .

The EU DataGri d
<ht t p : / / w w w. e u - d at a g ri d. o rg> and DataTa g
<ht t p : / / w w w. d at at a g. o rg> p rojects as well as the
UK GridPP <ht t p : / / w w w. g ri d p p. a c. u k>, I t a l i a n
I N F N G rid <ht t p : / / w w w. g e. i n f n . i t / co m 4 /

g ri d / g ri d. pd f> and similar projects in other 
E u ropean countries together with the 
US Gri P hyN <ht t p : / / w w w. g ri p hy n . o rg> a n d
iVDGL <ht t p : / / w w w. i vd g l . o rg> and Pa rt i c l e
P hysics Data Gri d , <ht t p : / / w w w. p pd g. n e t>

p rojects seek to address the data management,
a n a l y s i s , and access pro blems for LHC-pro-
duced data and a user community thro u g h o u t
the wo r l d . The sustained re q u i red computa-
tional rate is estimated at 100 – 1,000 T f l o p s .

The system arc h i t e c t u re that has been pro-
posed to address these needs is a hierarc h i c a l
G ri d . High data rate filtering and other data-
acquisition operations will take place at
C E R N, w h e re a data reduction of seve n
o rd e rs of magnitude will take place, as illus-
trated in Figure 4. Most of the data analysis
will take place at re gional and local centers .
The data storage is also distri bu t e d .The data
management and analysis arc h i t e c t u re is illus-
trated in Figure 5. The Grid softwa re arc h i-
t e c t u re is shown in Figure 6.
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Data rates:
From Detector to Storage

Physics 40 MHz 1000 TB/sec
filtering

Level 1 Trigger: Special Hardware

75 KHz 75 GB/sec

Level 2 Trigger: Commodity CPUs

5 KHz 5 GB/sec

Level 3 Trigger: Commodity CPUs

100 Hz 100 MB/sec

Raw Data to Storage

Figure 4 (above): Data reduction at CERN from
detector to storage. (Courtesy Paul Avery, University
of Florida.)

Figure 5 (below):The distributed data processing
system.

d e te cto r eve nt filte r
( s e l e ction &

re co n s t ru ct i o n )

eve nt
s i m u l at i o n

eve nt
re p roce s s i n g

raw
d at a

b atc h
p hys i c s
a n a lys i s

i nte ra ct i ve
p hys i c s
a n a lys i s

a n a lysis object s
( ext ra cted by physics to p i c )

p roce s s e d
d at a

eve nt
s u m m a ry

d at a



The EU DataGrid project uses the Globu s
toolkit as a point of depart u re for its softwa re
d eve l o p m e n t , which is organized into 12
work packages. S even of those address the
re q u i red infrastru c t u re, t h ree address applica-
tions (high-energy phy s i c s , e a rth observa t i o n
s c i e n c e s , and biological sciences), one dissem-
i n a t i o n , and one project management.Two of
the seven infrastru c t u re packages address net-
work services and fa b ric management; t h re e
a d d ress wo r k l o a d , d a t a , and storage manage-
m e n t ; one monitori n g ; and one a testbed for
ve rification and eva l u a t i o n . S weden is re p re-
sented by PDC in the Grid Data Manage-
ment WP (nr 2) and by Karolinska Institutet
in the Biology Science Application WP (nr
1 0 ) . F i g u re 7 illustrates the stru c t u re of the
p roject and the interactions between the
work packages.

The EU DataGrid is a fascinating pro j e c t
with great potential to develop the tools and
i n f r a s t ru c t u re that will fundamentally change
h ow a number of science and engi n e e ring dis-
ciplines wo r k .The tools and infrastru c t u re will
facilitate formation of virtual communities and
remote access to data and computational
re s o u rces re g a rdless of location of commu n i t y
m e m b e rs ,d a t a , or physical re s o u rc e s .
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Data Grid Reference Architecture

Ap p l i cat i o n Discipline – Specific Data Grid Ap p l i ca t i o n s

Co l l e ct i v e Co n s i s te n cy Us a g e Re q u e s t Re q u e s t
Ma n a g e m e n t Ac co u n t i n g Ma n a g e m e n t Pl a n n i n g

Se rv i ce s Se rv i ce s Se rv i ce s Se rv i ce s

Re p l i ca Re p l i ca Sys te m Re s o u rce
Se l e ct i o n Ma n a g e m e n t Mo n i to ri n g Bro ke ri n g
Se rv i ce s Se rv i ce s Se rv i ce s Se rv i ce s

In fo rm a t i o n Co l l oca t i o n Di s t ri b u te d Co m m u n i ty On l i n e
Se rv i ce s Se rv i ce s Ca t a l og Au t h o ri z a t i o n Ce rt i f i ca te

Se rv i ce s Se rv i ce s Re po s i to ry

Re s o u r ce Sto ra g e Co m p u te r Ne two rk Ca t a l og Cod e Se rv i ce En q u i ry
M g m t M g m t M g m t M g m t M g m t Re g. Pro toco l

Pro toco l Pro toco l Pro toco l Pro toco l Pro toco l Pro toco l

Co n n e ct i c i t y Co m m u n i ca t i o n ,s e rv i ce discove ry (DNS), a u t h e n t i ca t i o n ,d e l e g a t i o n

Fa b ri c Sto ra g e Co m p u te r Ne two rk s Ca t a l og s Cod e
Sys te m s Sys te m s Re po s i to ri e s

Figure 6 (top):The LHC Grid architecture.

Figure 7 (bottom):The interaction between work
packages shown in Figure 7.

Welcome to my brain

Te resa We n n b e r g , a we l l - k n ow n
pioneer in video art , c reated the
inauguration multi media installa-

tion at the VR cube in 1998. She has now
c reated a new installation which illustrates
recent findings in brain re s e a rc h . Her wo r k
B r a i n s o n g s , which is performed at the V R
cube until the end of May 2002, is re f l e c t-
ing the activities in the brain called neuro-
genesis that are fundamental to out daily
life and social adaptation. Please call 0708
620 143 if you are interested to visit the
VR cube and experience the Brainsongs.

Ap p l i cations (Wo rk Pa c kages 8–10):
Ea rth Ob s e rvat i o n , High En e rgy Phys i c s,

Bi o l ogy

Org a n i s ation of the te c h n i cal wo rk packages in the Dat a Grid pro j e ct

Dat a Grid Mi d d l ewa re (Wo rk Pa c kages 1–5):
Wo rkload management,

Data Ma n a g e m e nt, Mo n i to ring Se rv i ce s,
Mass Sto rage Ma n a g e m e nt, Fa b ric Ma n a g e m e nt

In f ra s t ru ct u re (Wo rk Pa c kage 6–7)

Ap p l i cat i o n s
use Dat a Grid middlewa re

to access re s o u rce s

Dat a Grid middlewa re
p rovides acce s s

to distri b u ted and
h e te rogeneous re s o u rce s



An example of an early, s i m p l e, P D C
G rid service is the storage serv i c e
p rovided for data transmitted  fro m

the Odin satellite designed to support studies
of star formation or early solar systems, d e p l e-
tion of the ozone layer in the earth atmos-
p h e re, and the effects of global wa rm i n g .T h e
Odin satellite is developed by the Swe d i s h
Space Corporation (SSC) <ht t p : / / w w w. s s c. s e>

on behalf of the Swedish National Space Board
(SNSB) and the space agencies of Canada
( C S A ) , Finland (TEKES) and France (CNES).
Another example is the remote file serv i c e
p rovided to SSF’s <ht t p : / / w w w. s t rat re s e a rc h . s e>

Large-Scale Genotyping Laboratory at 

Uppsala Unive rsity <ht t p : / / w w w. g e n o m e. u u. s e /

g e n o ty p i n g>.A more complete remote serv i c e
including computation and data management
is  provided to the Stockholm Bioinform a t i c s
C e n t e r, S B C, <ht t p : / / w w w. s bc. s u. s e> that in-
vo l ves a number of scientists and gr a d u a t e
students that typically perform many tasks on
a cluster at PDC in combination with local
desktop calculations.

A service with many elements of what
f u t u re Grid env i ronments may support is 
the detailed tracking of all participants in 
the famous Swedish  ski race Va s a l o p p e t .T h i s
s e rvice has been provided in collaboration
with IBM since 1999.
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The famous Swedish ski ra ce Va s a l o p-

pet <ht t p : / / w w w. va s a l o p pe t. s e>

was supported with detailed track-

ing of all participants. This made

Vasaloppet a high-tech event as

well as a major sport event. Wireless

transponders communicated the

location of the skiers to base sta-

tions and via a wired infrastructure

furthered the data to PDC’s com-

puter Strindberg where not only

time and positions were calculated,

but optionally also estimated finish

time of the skiers, and other data,

could be asked for. Data was

processed and transferred to the

mobile phone operators who

offered the services to their SMS

and WAP customers. The informa-

tion was of course also made avail-

able on the Internet.

In the main competition on Sunday

March 3,almost 15,000 skiers start-

ed. During the race almost 90.000

hits per minute were recorded. In

the other races during the week

some 21,000 men, women and chil-

dren participated and were also

tracked during their skiing. About

68 millions visits were counted dur-

ing the week of the race and more

than 32 millions of them on the

main race. This corresponds to an

increase of about 50%,which clear-

ly shows that the services were

widely appreciated.

The main features of the track-
ing system of the race Vasa-
loppet.



PDC is also developing Grid middle-wa re
in several fields.The EU project Neurog e n e r-
ator <ht t p : / / w w w. n e u rog e n e rato r. o rg> is aimed
at pro d u c ring a database for the collection
and processing of images and other data fro m
n e u roscience experi m e n t s .

The need for distri buted computing and
storage is rapidly increasing as exemplified by
the Large Hadron Collider, L H C, at CERN,
which is described on pages 7–9. PDC con-
t ri butes in the Grid security area through the
EU DataGrid project <ht t p : / / w w w. e u -

d at a g ri d. o rg> .
Examples of other projects addressing 

the needs of the LHC project as well 
as astro n o my projects with large data sets 
a re the EU-DataTag project <ht t p : / / w w w.

d at at a g. o rg>, the UK GridPP pro j e c t
<ht t p : / / w w w. g ri d p p. a c. u k>, the Italian INFN
G rid pro j e c t : <ht t p : / / w w w. g e. i n f n . i t> and the
G ri P hyN <ht t p : / / w w w. g ri p hy n . o rg>, i V D g L
<ht t p : / / w w w. i vd g l . o rg> and PPDG pro j e c t s
<ht t p : / / w w w. p pd g. n e t> in the US.

The European DataGrid pro j e c t , l i ke the
p rojects just mentioned, also aims to support

other projects generating ve ry large data 
s e t s , such as projects in astro n o my and 
i m a ging projects in the life sciences.
Examples of such projects are the UK A s t ro-
G rid project for astro n o my re s e a rc h
<ht t p : / / w w w. a s t rog ri d. a c. u k>, the BIRN pro j e c t
for biomedical informatics re s e a rc h
<ht t p : / / b i rn . n c rr. n i h . g ov>, the NEES project 
for eart h q u a ke engi n e e ring simu l a t i o n
<ht t p : / / w w w. e n g. n s f. g ov / n e e s>, the National
E c o l ogical Observa t o ry Netwo r k , N E O N,
p roject <ht t p : / / w w w. s d s c. e d u / N E O N> and 
the National V i rtual Observa t o ry, N VO,
<ht t p : / / w w w. s rl . ca l te c h . e d u / nvo> p rojects in the
U S.

Other pro j e c t s , such as the EU Gri d L a b
p roject <ht t p : / / w w w. g ri d l a b. o rg> and 
the US Globus <ht t p : / / w w w. g l o b u s. o rg>,
Condor <ht t p : / / w w w. c s. w i s c. e d u / co n d o r>,
GRIDS <ht t p : / / w w w. g ri d s - ce nte r. o rg> a n d
GrADS <ht t p : / / g ra d s. i g e s. o rg / g ra d s> p ro j e c t s
a d d ress middlewa re and application 
d evelopment tools.

For a more extensive annotated list of Gri d
p ro j e c t s , see PDC’s web site.

PDC in collaboration with the Nation-
al Graduate School in Scientific Com-
puting (NGSSC) and the Parallel and

Scientific Computing Institute (PSCI) orga-
nizes intensive two week summer school
c o u rses on “ I n t roduction to High-Pe r f o r-
mance Computing (HPC)”. C o s t - e f f e c t ive
parallel computers has enabled re s e a rc h e rs to
c a rry out complex simulations for an eve r
wider range of applications during the last
d e c a d e. The emergence of Grids will enabl e
n ew science. This course will give an intro-
duction to the skills needed to utilize high
p e r f o rmance computing and visualization
re s o u rc e s , and insights into the use of compu-

tational and data Gri d s . Last ye a rs course wa s
a rranged in August 2001 on KTH campus
with 39 part i c i p a n t s .“ We are happy to see the
c o u rse grow i n g , and to see an increase in the
initial abilities of the part i c i p a n t s ,” said Pe r
Öster at PDC. “This indicates to us an
i n c rease in the interest and use of HPC in
upcoming re s e a rc h .”

This ye a rs summer school will take place
August 19–30, 2 0 0 2 . R e gistration and infor-
mation at <ht t p : / / w w w. pd c. k t h . s e / t ra i n i n g / 2 0 0 2

/ Su m m e r S c h oo l>                                                             
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README
➤ Access PDC For MS Windows users a new possibility for

secure login with Kerberos5 and X-windows is described at

<http://www.pdc.kth.se/support/cygwin-install.html >

➤ IBM SP-NH  If you are running an MPI job with several

processes on each Night-Hawk node (N,H or K node),

remember to set the environment variable

MP_SHARED_MEMORY to yes.

➤ Numerical libraries The numerical libraries are continu-

ously updated. Recent updates are PETSc (to 2.1.1) and

PSPARSLIB. Let us know your requests for upda tes or new

libraries.

➤ Python Python 2.x is now available on AIX and Linux com-

puters at PDC. In addition several scientific python mod-

ules are installed, such as Numeric, numarray, Scien-

tificPython and NetCFD.

Summer School on “I ntr oduction t o

High-Per formance Computing (HPC)”
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Grid computing was ori ginally con-
c e ived and developed by and for sci-
entists working in intern a t i o n a l

re s e a rch pro j e c t s , similarly to how the Wo r l d
Wide Web emerged from Tim Bern e rs - L e e ’s
work at CERN. L i ke the development of the
we b, the move of the Grid from the realm of
scientific computing to the offices of compa-
nies and to individuals will rely on the deve l-
opment and implementation of open-sourc e
s o f t wa re. The challenge is to produce a soft-
wa re that re q u i re minimal changes to applica-
tion codes.This is a middle-wa re challenge of
great magnitude.

T h e re are complex re q u i rements for man-
a ging Grids and a number of re s o u rce and
c o n n e c t ivity protocols must be set up to fa c i l-
itate the sharing of individual re s o u rc e s .T h e
challenge is to establish an international inter-
operability standard for Grid re s o u rces and
operations in order to make distri buted com-
puting and visualization easily ava i l a bl e. To
facilitate this goal, early deve l o p e rs and users
of Grid testbeds and prototypes have engaged
in community building efforts that now have
merged into the Global Grid Fo ru m
<ht t p : / / w w w. g ri d fo ru m . o rg>.The success of the
G l o bus development that has made the
G l o bus toolkit <ht t p : / / w w w. g l o b u s. o rg / too l ki t>

the base for the vast majority of Grid pro j e c t s
whether in industry or academia, and the
commitment of the Globus leadership to the
Open Grid Services A rc h i t e c t u re gives rise to
optimism for the emergence of open stan-
d a rds for Grids in the not too distant future.
PDC is taking part in these efforts in seve r a l
way s , with a focus on Grid testbeds, such as
G U S TO in the Globus pro j e c t , s e c u rity and
file system aspects of middlewa re, and applica-
tions in the life sciences, fundamental phy s i c s ,
and engi n e e ri n g .

The GUSTO testbed was used when PDC
successfully presented calculations of electro-

magnetic fields around antennas for mobile
c o m munication at the Supercomputing ’97
c o n f e re n c e. The exe m p l a ry cooperation of
the staff of both Sunet <ht t p : / / w w w. s u n e t. s e>

and Nordunet <ht t p : / / w w w. n o rd u. n e t> c o n-
t ri buted to the success. These networks are
c ritical for the viability of any Swe d i s h
national and international Grid effort . T h e
good collaboration with Sunet and Nord u n e t
has continued and been critical to the success
of PDC’s Grid efforts whether for pro d u c t i o n
or deve l o p m e n t .

PDC has been an active partner in many
G rid projects already from the beginning of
the Grid deve l o p m e n t . Co-scheduling of
computational re s o u rces enabling an autho-
rized user to simultaneously use re s o u rces at
m o re than one site in a cooperative manner
was performed by HPC2N at Umeå Unive r-
sity <ht t p : / / w w w. h pc 2 n . u m u. s e> and PDC in
1 9 9 7 .This effort was an outcome of contacts
a l ready in 1996 with the Globus project and
its testgrid GUSTO.

Visualization re p resents an effective tool for
analyzing complex issues in re s e a rch as well as
in design. PDC has demonstrated the potential
in a number of pro j e c t s . Alliance98 re s p o n -
ded to Caterp i l l a r ’s <ht t p : / / w w w. pd c. k t h . s e /

p ro j e ct s / a l l i a n ce 9 8> wish to analyze how to
design large vehicles as a cooperative effort
b e t ween design teams in different locations,
such as for instance their teams in several US
locations and Swe d e n . The JaCo3 platform
<ht t p : / / w w w. p s c i . k t h . s e / p rog. re p. / 2 3 . pd f> m a ke s
it possible for two competing corporations to
cooperate in a joint project without disclosing
their own specific knowledge to their part n e r
and competitor. EnViz <ht t p : / / w w w. pd c. k t h . s e /

p ro j e ct s / e nv i s> demonstrated the flow of gases
in a jet engine in parallel virtual env i ro n m e n t s
on both sides of the Atlantic using the Globu s
i n f r a s t ru c t u re.

Some glimpses from the

h i s to ry of Grids  


