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The year of 1998 at Pa r a l l e l l d a t o r-
c e n t rum has been focused on visual-
ization and virtual re a l i t y. Bids we re

sent out for construction of the V R - C U B E
in the spri n g ; the contract was signed in the
s u m m e r; and the Cube was built and opened
in the autumn. In Nove m b e r, PDC ran a col-
l a b o r a t ive application in the Cube in Stock-
holm and in the Argonne National Laborato-
ry booth on the convention floor at SC98 in
O r l a n d o, F l o ri d a . To finish out the ye a r, t h e
theme for PDC’s annual winter PDC confer-
ence was high-performance computing in
visualization and virtual re a l i t y.

On October 23, 1 9 9 8 , King Carl XVI
Gustaf of Sweden inaugurated PDC’s V R -
C U B E , a fully immers ive six-surface CAV E -
l i ke system. Built by TAN Pro j e c t i o n s t e c h-
n o l ogie in Germ a ny, the Cube is the first in the
world to project images onto the floor and
ceiling of a ro o m , as well as the four wa l l s .T h e
system tracks a user’s position and angle of
s i g h t , and the images that are projected onto
the six surfaces change corre s p o n d i n g l y.

The inauguration was an all-day event that
began with invited talks from industrial 
scientists and artists about a va riety of aspects
and uses of virtual re a l i t y.

Later in the aftern o o n , about 350 people
— including King Carl XVI Gustaf — lis-
tened to presentations from Björn Engquist,
d i rector of PDC; Janne Carlsson, p resident of
K T H ; and P. G. H e d s t r ö m , chair of the PDC
b o a rd of dire c t o rs . A f t e r wa rd s , the king visit-
ed the Cube: he wa l ked through the Stock-
holm Exhibition of 1930, he experienced a
scientific application of an airbag design fro m
D a i m l e r - B e n z , and he viewed an art installa-
t i o n .

“ T h e re is a need for a coordinated re s e a rc h
p rogram in virtual reality in Swe d e n ,” s a i d
Engquist at the inauguration.“ We are at the
t h reshold of a revolution in this technolog y,

and our goal at PDC is to create a center that
i n t e grates today ’s most advanced visualization
systems into our supercomputing env i ro n-
m e n t .”

As many as ten people can participate in
the Cube, whose floor is 3x3 m (approx .
10x10 ft.) and walls are 2.5 m high (approx . 8
f t . ) . It is powe red by a Silicon Graphics
O nyx2 with twe l ve R10000 pro c e s s o rs and
t h ree graphics pipes.

Uses for the Cube range from academic
and industrial scientific re s e a rc h , to urban
planning and arc h i t e c t u re, to art . The PDC
Cube is ava i l a ble to academic re s e a rc h e rs
and commercial enterp rises thro u g h o u t
S we d e n .

Johan Ihrén,PDC system administrator;

King Carl XVI Gustaf ; Peter Ullstad, architect

in the KTH Architecture Department;and Janne

Carlsson, former president of KTH,in the Cube

during the inauguration.
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“ V i rtual reality gives industrial scientists the
ability to work with complicated pro c e s s e s
m o re easily,” said Hedström, who is also the
c o rporate technical director of Electro l u x .
“This immers ive visualization env i ro n m e n t
a l l ows several people to simultaneously view
scientific pro c e s s e s . R e s e a rch findings can be
v i ewed by a gro u p, rather than only by one
i n d ividual at a time, which facilitates more

meaningful discussions among re s e a rc h e rs .
This is a tool that can have an enorm o u s
impact both in academia and industry.”

The week before the inauguration includ-
ed a two - d ay art wo r k s h o p. A rtists who use
i m m e rs ive visualization technologies met at
PDC to share ideas, e x p e riment with the
C u b e, and discuss the beginnings and dire c-
tion of  “ v i rtual art .”

Guest artists included Margaret Wa t s o n ,
f rom A rs Electronica in Linz, A u s t ri a ; a n d
Tom Coffin, f rom NCSA in Urbana-Cham-
p a i g n , I l l i n o i s . The workshop was organized
by Swedish artists Bino, C y b e a rd , and Cool.

In fo rm ation and images about the Cu be can be fo u n d

on the Web at 

<ht t p : / / w w w. pd c. k t h . s e / p ro j e ct s / v r- c u be> .

Co nt a ct <pd c - v r @ pd c. k t h . s e> for further info rm at i o n.
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Above: Four of the Cube's six surfaces can be seen

here, as well as the navigation wand and 3D 

shutter glasses.

Left: Tom Coffin,of NCSA,and Margaret Watson,of

Ars Electronica,in an art application in the Cube.



From the Editor

highly successful virtual reality art exhibition
and wo r k s h o p. PDC showed art applications
in the Cube during the month of December,
as part of the celebration of Stockholm as the
E u ropean Cultural Capital for 1998.

One of the clear trends at the superc o m-
puting conference SC98 in Orlando was the
e x t e n s ive use of 3D visualization. A p p l i c a-
tions of virtual reality techniques we re com-
mon in many pre s e n t a t i o n s . One of those
applications could be seen in the A r g o n n e
National Laboratory booth. Johan Ihrén and
Jonas Engström from PDC demonstrated a
3D flow visualization at the ANL booth in
i n t e r a c t ive sessions with re s e a rc h e rs in the
Cube in Stockholm.

I would like to extend an invitation to
e x p e rience the VR-CUBE to all our re a d e rs .
You are also ve ry welcome to submit a pro-
posal to PDC for a VR application in yo u r
own field of intere s t .

B j ö rn En g q u i s t

Di re cto r
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King Carl XVI Gustaf of Sweden has
n ow inaugurated the PDC V R -
C U B E . It was built in re c o rd time,

and all the re l evant organizational, h a rd wa re,
and softwa re details wo r ked extremely we l l
on the opening day, October 23. E ve ry b o d y
who was invo l ved in the project has the ri g h t
to be pro u d . I n t e rest from the publ i c, t h e
m e d i a , and of course the VR experts wa s
ove r w h e l m i n g . We have decided to devo t e
this issue of the PDC newsletter to virt u a l
re a l i t y.

The VR-CUBE is the first six-surfa c e
i m m e rs ive computational tool in the wo r l d ,
and it is a fantastic re s o u rce for 3D visualiza-
t i o n .The combination at PDC of superc o m-
p u t e rs and the Cube opens virtually infinite
possibilities for applications in science and
t e c h n o l og y. M a ny phenomena are much bet-
ter presented using high-resolution 3D tech-
niques than using conventional gr a p h i c s
m e t h o d s .A few examples are shapes of com-
plex molecules, t r a j e c t o ries of part i c l e s , a n d
t h ree-dimensional flow fields.

The Cube joins the growing list of visual-
ization tools ava i l a ble today. M a ny of its fea-
t u res make it uniquely useful in the areas of
mu l t i m e d i a , v i s u a l i z a t i o n , and virtual re a l i t y.

All six surfaces of the room display com-
puter-generated images, which completely
s u rround the user.The ro o m ’s size allows sev-
eral users to experience an immers ive env i-
ronment simu l t a n e o u s l y.U s e rs can also intro-
duce re a l - world objects into the virtual env i-
ro n m e n t , to interact with virt u a l , c o m p u t e r -
g e n e r a t e d ,o b j e c t s .

A vast number of academic disciplines can
m a ke use of the Cube. R e s e a rc h e rs in eve ry-
thing from computational fluid dynamics,
c h e m i s t ry, and physics to psychology and
s o c i o l ogy to economics and marketing can
t a ke advantage of the computational speed,
s t o r a g e, and visualization techniques ava i l a bl e
in the Cube.

A rchitects and urban planners can make
e n o rmous use of this technolog y, and indus-
t ry holds great potential as we l l .A ny type of
machine or equipment design can be
re s e a rched and developed in a 3D env i ro n-
m e n t .

To d ay, a rt is an established and grow i n g
field in the world of visualization and virt u a l
re a l i t y. The first event using the Cube was a

PDC Pro gress Report 1998

Co n t ri butions for the P D C
Progress Report 1998 a re now
being accepted. As soon as

p o s s i bl e, please send a title (even if it
isn't the final one), the length of yo u r
c o n t ri bu t i o n , the number of bl a c k - a n d -
white images, and the number of color
i m a g e s , to <pd c - ye a rly @ pd c. k t h . s e>.

We need the final text, all images, a n d
complete bibl i ogr a p hy information by
Ja nu a ry 20.The text should be in plain

text (ANSI/ASCII) format or LaTEX.
Send formulas and tables either as
p rintouts or as TEX-code to pro d u c e
t h e m . Black-and-white images should
be in postscri p t , and color images
should be in postscript or tiff form a t .
Images should have captions, and cap-
tions for color images should have a
m o re descri p t ive caption. All bibl i ogr a-
p hy entries should include author, t i t l e,
p u bl i s h e r, and ye a r.



Overview

As o f t wa re package called EnVis, o r
E n gine V i s u a l i z e r, has been designed
and implemented as part of a CFD

p roject carried out in cooperation betwe e n
the Parallel and Scientific Computing Insti-
tute (PSCI),Vo l vo A e ro Corporation (VAC ) ,
and Pa r a l l e l l d a t o rc e n t ru m . The application is
designed to visualize results from CFD com-
p u t a t i o n s .

Using immers ive VR technology and paral-
lel computations, it provides an interactive 3D
visualization env i ronment that can trave rs e
large data sets quickly and easily, while main-
taining a high level of interaction and immer-
sion (see fig. 1 ) . The application and its user

i n t e r face is designed to run in a CAV E - l i ke
e nv i ro n m e n t . EnVis supports data sets pro-
duced by a Nav i e r - S t o kes solver called VO L-
S O L , d eveloped by VAC.

Intended users are people with large VO L-
SOL-generated data sets and access to high-
p e r f o rmance graphics computers . EnVis is
designed to run on high-end ccNUMA-
a rc h i t e c t u re computers (in this case, SGI) that
a re equipped with a projection-based VR sys-
t e m .The major application characteristics are :

VOLSOL Data Sets 

—EnVis uses VOLSOL grid files, c o m m a n d
f i l e s , and solution files as input.
CAVE Ope ration and User Inte rf a ce 

—all geometry - v i ew i n g , v i s u a l i z a t i o n , a n d
u s e r - i n t e r face operations are performed in a
v i rtual env i ronment (real or simulated) based
on 3D pro j e c t i o n .
Solution Se q u e n ces 

— fast animation of solution file sequences,
along with associated visualization functions,
is the pri m a ry feature of EnVis.
Vi s u a l i z ation 

— s u p p o rt for basic visualization functions,
such as vector arrow s ,s t re a m l i n e s , and traced
p a rt i c l e s ,c o l o red with scalar values like tem-

ig. 1 The user interface for

nVis incorporates a pop-up

menu that is made visible and

hidden as desired.The 3D menu

s fixed in the space of the Cub e

at any location the user feels is

onvenient, and it is easily

moved when needed.
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Vi s u a l i z ation of 

C F D Co m p u t at i o n s
Jonas Engström,PDC



p e r a t u re or pre s s u re. In addition, i s o s u r fa c e s
can be re n d e red to show scalar values (see
f i g .2 ) .

M o re information about EnVis is ava i l a bl e
in EnVis User’s Guide, EnVis Implementation
R e f e r e n c e, and the full ve rsion of this paper.

Processes and Data Flow

For performance re a s o n s , EnVis uses mu l t i p l e
p ro c e s s e s , a private solution file form a t , a n d
multiple cache files for navigation and visual-
ization functions.

The resulting data are then stre a m e d
t h rough a number of EnVis processes that
p e r f o rm different tasks, such as import i n g
d a t a , updating particle positions, g e n e r a t i n g
i s o s u r fa c e s , and transferring final data to
graphics hard wa re.The data path from VO L-
SOL to the end user can be described as fol-
l ows (see fig. 3 ) .

1 . A user invo kes EnVis once in file conve r-
sion mode, using VOLSOL output, to cre-
ate pre p rocessed solution data suitable for
fast import i n g . At the same time, c a c h e
files are generated for spatial search tre e s ,
g e o m e t ry wall colors , and vector arrow

Fig. 2 Internal surfaces can be

shown as outlines or as solid,

as needed.They are shown here

on an isosurface plot .
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f i e l d s .These files are then used by all sub-
sequent invocations of the progr a m .

2 . When all data files are in place, EnVis 
c reates the following pro c e s s e s .
—An importer pro c e s s , which loads all the
n e c e s s a ry data.
—A number of re n d e ring pro c e s s e s ,
which perform all the visualization com-
putations not done by graphics hard wa re.
—A number of display processes to handle
user interaction and to transfer gr a p h i c s
p ri m i t ives to hard wa re. The number of
p rocesses is equal to the number of walls in
the CAV E .

In addition, The CAVE softwa re, C AV E l i b,
c reates a number of additional processes for
h a rd wa re interaction, e t c.

Data Organization

The standard pro blem of navigating fro m
C a rtesian (x,y,z) to grid coordinates descri b-
ing the indices of a particular cell has been
a d d ressed using a common approach for 3D
spatial search pro bl e m s ; an oct-tree is used to
p e r f o rm binary searching in three dimen-
s i o n s .The leaves of the tree contain re l a t ive l y
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s h o rt lists of intersecting or enclosed cells that
h ave to be searc h e d .

In order to keep the re d r aw loop free fro m
time-consuming operations — such as com-
putations of stre a m l i n e s , p a rticle positions,
i s o s u r fa c e s , e t c. — as much time-consuming
work as possible is done by other re n d e ri n g
p ro c e s s e s , and the re d r aw loop is “ s e rve d ”
bu f f e rs containing points, line segments, a n d
p o l y g o n s .

An example of this is the implementation
of wall coloring in which the walls in the
g e o m e t ry are colored using adjacent temper-
a t u re or pre s s u re. In this situation, the color-
ing of the walls changes with eve ry time step,
but the positions of the colored polygons
remain fixe d .The last wall pro p e rty is used in
combination with texture-mapping hard wa re
to perform wall coloring (using a one-to-one
mapping between polygon colors and pixe l s
in texture memory ) . By computing all poly-
gon colors in advance and storing them in a
m e m o ry-mapped cache file, the update pro-
c e d u re is reduced to a single API call to copy
data into a re gion of texture memory.

Visualization Performance

The major results of this project can be div i d-
ed into 3D user interface development expe-
riences and achieved visualization perfor-
m a n c e.

Most visualization operations perform e d
by EnVis are dependent only on the infor-
mation stored at the current time incre m e n t ,
which allows time steps to be re n d e red in
p a r a l l e l .

Data are organized in time-step-dependent
and time-step-independent bu f f e rs . T i m e -
step-independent data are tightly associated
with visualization wo r ker pro c e s s e s , w h e re
one process is tied to one buffer containing
eve rything needed to build all graphics pri m-
i t ives for a time step. By using this scheme,
visualization performance scales with the
number of pro c e s s o rs and ava i l a ble memory
in the system.

In order to maximize overall perform a n c e,
time-step-independent data are re n d e red at
the coarsest possible level using one pro c e s s
per time step.This makes efficient use of mu l-
tiple CPUs and ava i l a ble memory band-
w i d t h , but at the cost of larger memory
re q u i re m e n t s .Fig. 3 Graphical representation of data as they are

streamed through a number of EnVis processes that

perform different tasks.
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The other category of visualization func-
tions use information from sequences of time
steps to illustrate flow, typically by combining
data from the previous time step with the
c u rrent one. This means that only a single
time step can be re n d e red at a time due to
data dependencies.T h u s , parallelization mu s t
be implemented at a more fine-grained leve l .
In order to achieve a high degree of paral-
lelism — provided that work can be distri b-
uted to a number of potentially idling
p rocesses — a job queue for partitioned re n-
der work has been implemented.The re n d e r-
ing process puts all units of work in the
q u e u e, and all idling processes assist the re n-
d e rer by processing work in the queue.

Ta ble 1 shows an example of total speedups
a c h i eved when trave rsing a data set (1000
time steps, 8 GB total) with high nu m b e rs of
a c t ivated visualization functions.

Future Work

F u t u re work consists mostly of usability and
p e r f o rmance enhancements.The single most
requested feature is support for a common
data file form a t , such as the widely used
P L OT3D form a t . The second most wa n t e d
enhancement is a 2D GUI ve rsion of EnVis
that runs on more afford a ble computer sys-
t e m s , such as high-end desktop wo r k-
s t a t i o n s .

S u p p o rt for showing multiple models
s i multaneously in the Cube has been consid-
e re d , with local parameter scopes (using small
visualization tools) to enhance application
u s a b i l i t y.The current visualization functional-
ity can be extended with “ s u r fa c e - a t t a c h e d
s t re a m l i n e s ,”“contour surfa c e s ,” and “ c l i p p i n g
p l a n e s .” A natural extension to the curre n t
p a rticle tracing functions is “ t r a j e c t o ry lines,”
s h owing the path of emitted part i c l e s .L eve l -

of-detail (LOD) performance optimiza-
tions have the potential to increase re n d e r-
ing speed dramatically and have alre a d y
been partially implemented.

EnVis supports multi-user collaborative
o p e r a t i o n ,w h e re Globus softwa re is used to
a d d ress issues of security and re l i a ble com-
mu n i c a t i o n . We successfully demonstrated
the collaborative capabilities of EnVis at
SC98 in Orlando, F l o ri d a , in November of
this ye a r. U s e rs in the Cube at PDC and on
an ImmersaDesk in the Argonne National
L a b o r a t o ry booth on the SC98 conve n t i o n
floor navigated the application simu l t a n e-
o u s l y.We hope to use this experiment as a
s t a rting point and continue to expand on
this type of collaborative effort in the
f u t u re.

TABLE 1. Examples of speedup for different

data dependencies

Nproc 2 3 4 5 6 7

Time step 1.5 2.0 2.5 2.9 3.4 3.8

independent

Time step 1.3 1.7 2.2 2.7 3.2 3.7

dependent

Fig. 4 User in the EnVis

application in the Cube.
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Building the
Cu be

Above and right: The floor of the Cube is 250 cm 

above the floor of the building, to allow room for the 

equipment needed to project images onto the floor.

Mirrors are used in projection. There are two mirrors for

the floor, one for the ceiling, and one each for the walls

not including the door.The longest beam of the 

substructure is 750 cm. Very little metal was used in 

construction, because magnetic metal might affect the

tracking system. The beams are notched, and gravity and

wooden nails are used to keep the structure in place.

Above right: Transporting half of an SGI Onyx2,which is

used to project the images onto the surfaces of the Cube,

to the building.

Above: Members of the TAN construction crew

attach the door to the frame of the Cub e.

Because the door is one of the image surfaces

and must also open and close, it is hinged on

the outside using wooden hinges.

The room where the Cube is located, before construction began.
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Above left, and below left: The "walls" of the Cube are, in fact,

projection screen material,which is stretched over the wall frames 

and tightened by attaching it to acrylic wedges and wooden pegs 

on the back side of the wall frame.The floor is made of 4-cm-thick 

acrylic, which is covered with this same projection screen material.

Above: A TAN engineer adjusts the 

projectors, by comparing a fixed

straight line with a test grid projected

onto the walls.

Left: Johan Ihrén, King Carl XVI Gustaf,

Peter Ullstad, and Janne Carlsson,

during the inauguration,navigating

through a virtual 1930 Stockholm

Exhibition – based on a 3D model 

created by KTH architecture students

and transformed into a real-time 

application by Jörgen Netterlund at

VRlab.
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README

➤ Gaussian-98 is installed. Gaussian

98 is installed on the IBM SP Strind-

berg and the Fujitsu VX/3 Selma.IBM

SP users should note that there are

now new key words for controlling

parallel execution using Linda. For

more detailed information,see

<http://www.pdc.kth.se/compresc/

software/>.

➤ SMP-parallel ESSL libraries. The

IBM ESSL libraries are now also avail-

able on the shared memory parallel

(SMP) nodes on Strindberg. The library

comes in two flavours: esslsmp and

essl_r. Both are thread safe, but

esslsmp has support for creating

threads to allow for an otherwise 

single-threaded application to run the

numerical library in parallel.

A typical compilation using esslsmp

may look like xlf90_r -qsmp=
noauto -lesslsmp
For more information,see the IBM SP

documentation at

<http://www.pdc.kth.se/doc/>

➤ Updated versions of PESSL. Updat-

ed versions of the MPI-parallel numer i-

cal library PESSL are available for test-

ing.The new release includes a larger

set of ScaLAPACK-compliant routines

and are also using a calling convention

compatible with more recent versions

of ScaLAPACK. For more information,

see <http://www.pdc.kth.se/doc/SP/

manuals/pessl> and contact pdc-staff

for information on how to access it .

➤ CapTools. Within the framework of an

EC project, PDC is able to offer its users

access to the parallelization software

CapTools and its communication

library CapLib. Usage is limited to PDC

computers. More information about

the programs is available at

<http://captools.gre.ac.uk/>. Interest-

ed users are encouraged to contact

<pdc-staff@pdc.kth.se>.

➤ EASY job statistics. The EASY 

scheduling system is continuously

developing at PDC. We are now able 

to offer post-analysis performance

reports.These analysis reports are

based on the state of the IBM SP 

node before and after your job.

For more information, type the 

command spjobstatistic and

see our Web information at

<http://www.pdc.kth.se/support/

easy-tour.html>.

➤ ABAQUS/5.8. The new version of the

solid mechanics software ABAQUS has

been installed. This version is available

on the computers Kallsup and Strind-

berg. The release includes the new

post-processing program ABAQUS/

Viewer, which will eventually replace

ABAQUS/Post.

➤ CHARMM. CHARMM is a program for

macromolecular energy minimization

and dynamics calculations. The pro-

gram is available for PDC users after

they register with the Department of

Chemistry at Harvard. PDC has recently

updated to version c25b2. For more

information,see

<http://www.pdc.kth.se/compresc/

software/> and

<http://www.pdc.kth.se/doc/

charmm/c25b2/>.

➤ MacroModel/BatchMin. The molec-

ular dynamics package MacroM odel/

BatchMin is being updated to version

6.5. This process should be completed

by the time of the distribution of this

issue of PDC Newsletter. More informa-

tion is available at

<http://www.pdc.kth.se/compresc/

software/> and

<http://www.pdc.kth.se/doc/>.

➤ On-line course materials. The PDC

Web pages contain quite a bit of

material from classes and tutorials

being held at PDC. Soon, we will also

introduce interactive courses in differ-

ent aspects of HPCN. Stay tuned to

<http://www.pdc.kth.se/training/> for

more.

The 1998 A n nual Conference carri e d
on with the ye a r ’s theme of visualiza-
t i o n . H i g h - P e r f o rmance Computing in

Visualization and V R was held December 17-
1 8 , on the KTH campus.
Among the speake rs we re
—Rachael Brady: National Center for

S u p e rcomputing A p p l i c a t i o n s
—Thomas A . DeFanti and David E. Pa p e :

E l e c t ronic Visualization Laboratory
—Thomas M. Ja c k m a n :I B M
—Peter Ja c o b s o n :V R l a b, Umeå 
—G re g o ry S. Jo h n s o n : San Diego Superc o m-

puting Center

— U l rich Lang: U n ive rsity of Stuttgart
— Thomas Reuding: B M W

Some of the topics of talks included G l o b a l
Te l e - I m m e r s i o n , Emerging Trends in HPC V i s u a l -
i z a t i o n ,E x p e rience and Empathy in V i rtual Real -
i t y, and C o l l a b o ra t i ve Scientific V i s u a l i z a t i o n .

Mo re info rm ation about the co n fe re n ce can be fo u n d

at <ht t p : / / w w w. pd c. k t h . s e / n ews / eve nt s / co n fe r-

e n ce 9 8 /> on the Wo rld Wide We b.
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VR for Europ e

VR for
E u rope is
a pro j e c t

to promote the
use of virtual re a l-
ity technology in
E u ropean industry.
The project is per-
f o rmed by SYSE-
CA , S. A . , and is
funded by the
E u ropean Com-
m i s s i o n ,D i rectorate General III Industry.

P rototypes of VR applications have been
built from actual user specifications and
re q u i re m e n t s . These prototypes are being
demonstrated at Technology Transfer
Nodes across Euro p e, including a CAV E -
l i ke env i ronment at a Dutch TTN in A m s-
t e rd a m , and the VR-CUBE at PDC.

The general idea behind the pro t o-
types is to show state-of-the-art VR and
at the same time convey the idea that this
field is evolving extremely rapidly. We
hope that each prototype will be thought
p rovoking and challenging to both the
user and the developer by raising inter-
esting and controve rsial issues about V R .

With these prototypes several aims are
p u rsued at the same time.We present the
c u rrent state of the art in V R , for those
n ew to the field.We show that this is not a
field with completely established solutions.
We challenge conventional VR thinking
for more V R - k n ow l e d g e a ble users .

The prototype being shown in PDC’s
Cube is an interactive 3D rendition of an
a i rcraft interi o r. The interior is to be
s h own to pro s p e c t ive clients of A i r bu s
A i r l i n e s . The goal is to show a wider
va riety of interi o rs than would be possi-
ble with a physical mockup, with the
capability to test altern a t ive designs for
the interi o r.

U s e rs are immersed in the airc r a f t
i n t e ri o r, and they can change va ri o u s
ambiance parameters (night/day ) , fa b ri c
t e x t u re s , and climate (wa rm / c o l d ) .
Although the env i ronment is immers ive,
it can also be viewed on a screen moni-
tor if that is the only visualization equip-
ment ava i l a bl e.

Re po rts on user re q u i re m e nts and on the cur-

re nt state of VR are available free on charge on

the Wo rld Wide Web at 

<w w w. s ys e ca . t h o m s o n - c s f. co m / s i m u l at i o n>

The pro to ty pes can also be demonstrated in

Pa ris at SYS E CA upon request to 

<p i e rre. bo u c h o n @ s ys e ca . t h o m s o n - c s f. co m> .
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