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NIPS 2015 

Largest ML conference 
 
Trend 2015: Large interest from industry: 10% increase in 
papers, 60% increase in attendants 

Trend 1 
Expert-Designed ! Example-Based 

Traditionally   

Design a model that explains the world (using expert 
knowledge) 
 
Fit to data 



Example 1: Language translation 

Build grammar in Language 1, fit paragraph to be translated 
to this grammar 
 
Build grammar in Language 2, with connections from 
Language 1 to 2 
 
Map grammatic model of paragraph to Language 2 
 
Since a language is quite contained … Voila! 
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Example 2: Reconstruction of articulated 3D 
motion 

E.g. the Microsoft human tracker [Shotton et al. CVPR 2011]  
 
Build 3D model of human, fit this model to an RGB-D video 
sequence (using                                                           
Random Forests),                                                               
infer model                                                                
parameters = joint                                                            
angles and limb 3D                                                           
positions 
 
Well known                                                                        
structure … Voila! 
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Turn-of-the-century: 
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A lot more data available! 
 
Why bother with this model building? 
 
Instead, go example-based (essentially, 
do Nearest Neighbor search) 
 
Techniques for optimization/search in 
chronological order: 
•  Inverted index (search engines) 
•  Approximative Nearest Neighbor  
•  Deep Neural Networks 

Example 1: Language translation 

Collect tons of examples of corresponding statements in 
Language 1 and Language 2, and build an enormous 
inverted index (or, we do not exactly know – maybe a Deep 
Neural Network (DNN) these days?) 
 
For a new statement in Language 1, find the nearest 
neighbors (or closest matches if you think about it in a search 
engine way) 
 
Return the corresponding utterances in Language 2 
 
With enough data, good when language does not follow 
grammar/dictionary … Voila! 
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Example 2: Reconstruction of articulated 3D 
motion 

E.g. Deep Visual Analogy-Making [Reed et al. NIPS 2015]  
 
[let us have a look] 
 
 
 
 
 
 
 
At least for this class of virtual image data, might be hard 
to scale … Voila! 
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Deep Visual Analogy-Making

Scott Reed Yi Zhang Yuting Zhang Honglak Lee
University of Michigan, Ann Arbor, MI 48109, USA

{reedscot,yeezhang,yutingzh,honglak}@umich.edu

Abstract
In addition to identifying the content within a single image, relating images and
generating related images are critical tasks for image understanding. Recently,
deep convolutional networks have yielded breakthroughs in predicting image la-
bels, annotations and captions, but have only just begun to be used for generat-
ing high-quality images. In this paper we develop a novel deep network trained
end-to-end to perform visual analogy making, which is the task of transforming a
query image according to an example pair of related images. Solving this problem
requires both accurately recognizing a visual relationship and generating a trans-
formed query image accordingly. Inspired by recent advances in language mod-
eling, we propose to solve visual analogies by learning to map images to a neural
embedding in which analogical reasoning is simple, such as by vector subtraction
and addition. In experiments, our model effectively models visual analogies on
several datasets: 2D shapes, animated video game sprites, and 3D car models.

1 Introduction
Humans are good at considering “what-if?” questions about objects in their environment. What if
this chair were rotated 30 degrees clockwise? What if I dyed my hair blue? We can easily imagine
roughly how objects would look according to various hypothetical questions. However, current
generative models of images struggle to perform this kind of task without encoding significant prior
knowledge about the environment and restricting the allowed transformations.

Infer Relationship Transform query

Figure 1: Visual analogy making concept. We learn
an encoder function f mapping images into a space
in which analogies can be performed, and a decoder
g mapping back to the image space.

Often, these visual hypothetical questions
can be effectively answered by analogi-
cal reasoning.1 Having observed many
similar objects rotating, one could learn
to mentally rotate new objects. Having
observed objects with different colors (or
textures), one could learn to mentally re-
color (or re-texture) new objects.

Solving the analogy problem requires the
ability to identify relationships among im-
ages and transform query images accord-
ingly. In this paper, we propose to solve the problem by directly training on visual analogy comple-
tion; that is, to generate the transformed image output. Note that we do not make any claim about
how humans solve the problem, but we show that in many cases thinking by analogy is enough to
solve it, without exhaustively encoding first principles into a complex model.

We denote a valid analogy as a 4-tuple A : B :: C : D, often spoken as “A is to B as C is to D”. Given
such an analogy, there are several questions one might ask:

• A ? B :: C ? D - What is the common relationship?

• A : B ? C : D - Are A and B related in the same way that C and D are related?

• A : B :: C : ? - What is the result of applying the transformation A : B to C?

1See [2] for a deeper philosophical discussion of analogical reasoning.
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Discussion point  

The benefits of the data driven approach is that it is really 
flexible and learns everything about the mapping from input 
(data) to output (label) 
 
Discuss with your neighbor (5 min): 
What are the limitation of this approach?  
 
Possible answers: 
•  Does not generalize well, need all kinds of possible data 
•  Huge search space, highly nonlinear and complex 

mapping, need many many parameters – regularization 
•  Need a lot of data – how get labeled data? (Reed 

synthesis, others crowd-sourcing) 
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Trend 2   
Have we reached the limit of purely data driven? 
(Yann LeCun et al: NO, Neil Lawrence et al: YES) 
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Data driven way towards intelligence 

“Visual Turing test” 
E.g. Visual Question Answering [Antol et al. ICCV and NIPS-
workshop 2015] 
 
 
[let us have a look] 
 
 
 
 
 
 
Well? Voila? Discuss with your neighbor what you think? Is 
this intelligence?  
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Does this man have 
children? 

yes 
yes 
yes 

yes 
yes 
yes 

Is this man crying? 
no 
no 
no 

no 
yes 
yes 

Figure 2: Examples of questions (black), (a subset of the) answers given when looking at the image (green), and answers given when not
looking at the image (blue) for numerous representative examples of the dataset. See the supplementary material for more examples.

would allow a human to identify which object is being re-
ferred to (e.g., “the one in a red shirt”, “the dog on the left”).
While task-driven and concrete, a limited set of visual con-
cepts (e.g., color, location) tend to be captured by referring
expressions. As we demonstrate, a richer variety of visual
concepts emerge from visual questions and their answers.

3. VQA Dataset Collection
We now describe the Visual Question Answering (VQA)
dataset. We begin by describing the real images and abstract
scenes used to collect the questions. Next, we describe our
process of collecting questions and their corresponding an-
swers. Analysis of the questions and answers gathered as
well as baseline results are provided in following sections.
Real Images. We use the 123,287 training and valida-
tion images and 81,434 test images from the newly-released
Microsoft Common Objects in Context (MS COCO) [26]
dataset. The MS COCO dataset was gathered to find images
containing multiple objects and rich contextual information.
Given the visual complexity of these images, they are well-
suited for our VQA task. The more diverse our collection
of images, the more diverse, comprehensive, and interesting
the resultant set of questions and their answers.
Abstract Scenes. The VQA task with real images requires
the use of complex and often noisy visual recognizers. To

attract researchers interested in exploring the high-level rea-
soning required for VQA, but not the low-level vision tasks,
we create a new abstract scenes dataset [1, 48, 49, 50] con-
taining 50K scenes. The dataset contains 20 “paperdoll”
human models [1] spanning genders, races, and ages with 8
different expressions. The limbs are adjustable to allow for
continuous pose variations. The clipart may be used to de-
pict both indoor and outdoor scenes. The set contains over
100 objects and 31 animals in various poses. The use of
this clipart enables the creation of more realistic scenes (see
bottom row of Fig. 2) that more closely mirror real images
than previous papers [48, 49, 50]. See the supp. material for
the user interface, additional details, and examples.
Splits. For real images, we follow the same train/val/test
split strategy as the MC COCO dataset [26] (including test-
dev, test-standard, test-challenge, test-reserve). For abstract
scenes, we create standard splits, separating the scenes into
20K/10K/20K for train/val/test splits, respectively.
Captions. The MS COCO dataset [26, 5] already contains
five single-sentence captions for all images. We also col-
lected five single-captions for all abstract scenes using the
same user interface1 for collection.
Questions. Collecting interesting, diverse, and well-posed

1
https://github.com/tylin/coco-ui



A great source of information on ML! 

https://nips.cc/Conferences/current
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