System C is an M/M/[-system with 2 queueing places. Determine the stationary probability
distribution from the state diagram.
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This means that Xpe = ————— = 0.1175 seconds.
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The total average service time for a customer is X = X +Xp-=0.20 seconds.

2.
o= 4. o
! M ( 2[:1 I) |
(a) v which means that A, = m - A fori=l.M
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The average number of jobs in system i is Ny = fori=1..M

[=p, uUM(l-0)-2
This means that the total average number of jobs in the network,
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N = Vo = mmee HEI
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Let T =total average time in the network for a job.
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Little’s theorem gives that 7' = N,,, /A which means that T = ——+
uM(l —-o) -2

. . . k-1
() Assume that a job is served B times. Then. P(B=k)=o0 (Il -a).

None of these services can be in system .

. M-1 .
P(a job chooses not system |)=1 — \i[ = L\[— which means that
P ‘ M~ 1\
P(a job is never served in system ||B = k) = )
The theorem of total probability gives that P(a job is never served in system |)=

T M-V oy (M =D(L-a)
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Solutions for the exercices in Chapter 7
(Probability Theory)

(@ P(X=0)=P(X=0F=0)+P(X=0V=1)= %*i = %

(b) P(X=1|F=0) = P("\f;(:)'l;);):) 2 - P(_Y:O;(fo:) i;(:)O:) ox=1
i AF=RE= L= P(;(:,\f):\,l:) = Pl({;(?{;\;:o;) - %

@ E(I]=0-P(Y=0)+1-P(I'=1)=P(¥=1)= .. = %

(@) ELXY] = 0-P(XV =0)+1-P(X¥Y=1)=P(XY=1) = PX=1Y=1) = é
(B E[X|Y=0] =0 P(X=0]Y=0)+1-P(X=1|F=0) = .. = %

(@) E[NX=1]1=0-P(Y=0X=0)+1-P(Y=1X=1) = [-P(Y=0|X=1)=

k/Assume a random variable X that is geometrically distributed with parameter p.
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EX] =Y k- PX=k=pl-pY pt !
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The sum is one of the “predefined sums™ (see the book), which means that:

- k-1 |
E[X] = p(1=-p)) kp" " = p(l=p)- 5 = lp
=t Saept o
The variance of X is given by: ['[X] = E[Xl] - E[XJZ, where

oo >0

X1 =Y K-PX=k=Y

k=1 k=

2 k - 2 k-1
Kp(L-p) =p(l-p)y  kp
l k=1

This sum is not one of the predefined sums. however it can be identitied as:

s Ny " 30 o . 3 )
kKp = ( kp j = __(p kp ) = _( ‘j =
2,.;:1 dp 2;‘21 ) 81;\ Zk:l ap (1-py>
(L=p) +p-2(1 =-p)
('lfp)'1
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This means that: £[A7] = p(l —p)-(-l p) +p :“ p) _ I .
(l=p) (I =p)
and that I'TY] = &_[l_ —_
(L—py NP/ (1-p)°

N | —

I8 | =
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The squared coefficient of variance is given by C° = —
ELXT
(a) The density function for a exponentially distributed random variable. X. with mean [/ is given
. *)t..\' " " 8 }\,
by f/(x) = A-e ™ . and the Laplace transform is /7 (s) = ; .
(Wi R4

3 0)

. 2 i, i 2\ 2
This means that E[X”7] = F*"/(0) = —=%— = — and that
(ts) |y W

C“: = = = ]
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E[XT ELY] /22

(b) The Laplace transform for an Erlangian-r distributed random variable, X. with mean 1/ is

> VIX] B -EX] 10

@ 7
given by F¥(s) = ( = ) .

A+ s
This means that E[Xz] = F*7(0) = M = lj + — and that
—(r+2) 2 2
(1')» +9) S =0 A A
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(¢) The limits for ;- are | <7 <eo. which means that the lower limit for ¢ is 0 and the upper limit
is 1.

- X, is arandom variable representing the number of throws until “head” comes up the n:th time.

P(head)=p, P(not head)=1-p=¢

Also. define the following random variables:

)= number of throws until “head” for the Ist time.
Vo= number of throws between [st and 2nd time.
Y= number of throws between (i-1):th and i:th time.

n

n
This means that x,, = Z Vi and that E[x, ] = f[Z \‘,].

= i=1
Since all y; are independent with the same probability distribution we get:

n n
E[ 1'] . Elvl = n- Ely,]
: Z M
Zi =1 , 2i =1 ’
The probability distribution for Ypois given by: P(y =k) = ¢ ;> . which means that;
, - , - k=1 - i — | L
L[_ll]:z /\/(II:/\):Z kg /):/)Z k-g = p 27/—]
k=1 k=1 k=1 (1-¢)
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6.

The probability distribution for 7 is defined as P(1’=k) for k=0.
It is determined by using the theorem of total probability:

P(V=k) = | P(V= kX =x) fe(x)d
0
where ]‘:\»(.\‘) is the density function for ..
The distribution function for Xis given by F(x) = P(X<x) = | - ¢ ", which means that the

o ; d TR
density function is given by f(x) = /—F\'(~\') = e e
; v -

This means that

k k
- - 7.- *.L.' =¥ } e ( — )\ X
P(V=k) = J Ax) e pe Mdy = LHJ e gy
0 k! k! 0

Solve the integral first:

< ko (A +py —Oo+w)y K17 < | —(h+ oy
J e Yy = [——1—~e Sl -.\‘/‘] +J kx b 1) dx

0 (A + 1) 0o 7o A+

= k! —(h LN k! [ | —()\+p)\}
N (N S dy = - e S
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_ k! 1
(ot 1) A+ U
k k
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This means that P(I"'= k) = )%‘p . Kt 7" ; ! = (K A ) . 3 H .
! (}\‘_{’.“)‘ L+ U + U L+ U
m'
The probability distribution for Nis given by: p, = P(N = k) = B e

The z-transform for N is given by:
k

k = m -m k —nm - (mz)k -m  mz m(z—1)
Pz :Z —.e -z = e z =e - =e
=0 . k=0 /\'! A k'

o . " . z—1
The mean of N is determined by: E[N] = lim iP(:) = limm - em( L
-5 ldz -1

|
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The variance of N is given by I'[N] = E[N"] = E[N]

Bl
R : d” ; 2 m(z—=1) 2
where E[N7] = lim —P(z) + EIN] = limm™ -e +m = m +m.
- l([: 2> |
. , 2 2
which means that '[N] = m~ +m—m = m.

. The probability distributions for .\ and }"are given by:

i ‘ )\1/\ -, S )bzlk -k,
P(l\:/\):W'U P(Y =k = /(!'U

Since Z=X+1. the z-transform for Z, P(z). is given by P,(z) = Py(z) - Py(z), where Py(z) and

P \(z) are the z-transforms for X and 1 respectively.

Mz-1)

. h(z—=1)
These are given by: P (z) = ¢ 3 .

Py(z) = ¢



. Mz=1)  A(z-1) (A +25)(z=1)
which means that P ,(z) = ¢ ' e =e .

The probability distribution is found by inverse transform of 7 ,(z) and the result is:

k
P(Z=}) = ()‘l+}‘1) )—()L|+);A,)
(Z=h) = ==

This means that Z is Poissonian distributed with mean 7»1 + )»3 .



