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Spotify

leading streaming service

30M+ tracks

2B+ tracks
59 markets
/5M+ users

30M+ subscribers



Spotify’s recommender system



Google News



things in common?



nearest neighbor search



given a data point, find other
similar ones In a dataset



oroximity search, similarity search



naive approach



for each point, calculate
distance with all other points

repeat for all data point



so far so good”



O(nz)

palr-wise comparison, too slow!



avold palr-wise comparison

locality sensitive hashing



approximate pair-wise distance



two nearby points remain nearby
after a projection operation



porojection

nearpy



FINnd similar songs

Bulld similarity measure

collaborative filtering
user-item matrix

matrix factorization
latent factors



Search for similar songs

annoy

Approximate Nearest Neighbors Oh Yeah



How It works

build a binary tree in the data space
split space with random hyperplanes
build several of such trees — a forest



Mining of Massive Datasets, Jure Leskovec, Anand Rajaraman, Jeft Ullman



XX




FINnd similar songs

O(n) for each split
O(n) for build a tree
O(n) for build a forest
O(logn) for search

O(n) 4+ O(n - logn)



github.com/spotify/annoy



| SH for euclidean distance






oroject vectors onto a line that Is
segmented into buckets of equal size




dot product



multiple projections



tuning the bucket size Is non-trivial



more examples



1o learn more

Mining of Massive Datasets, Ch.3

Locality-Sensitive Hashing for Finding
Nearest Neighbors




Thank you, and we're hiring!
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