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Abstract

In this project we try to synthesize music using recurrent neural networks when
having as input raw music files. Specifically, we feed our network a music disc of
Gramatik and expect to get in the end a sound that will sound similar to that. In this
endeavour Long Short-Term Memory networks (LSTM) are used since their power
of remembering past states is quite useful when working with time sequences.
In the end, after training is done, we create ‘music’ sequences by providing our
network with random seed points.

1 Introduction

Music production using Neural Networks has been explored in the past with a varying degree of
success; Mozer in [1] used Recurrent Neural Networks (RNN) to synthesize music using a note-by-
note approach but as he describes, "the compositions suffer from a lack of global coherence". Eck
and Schmidhuber in [2] note that RNNs are not performing so well in this task mainly because of the
well known issue of vanishing gradients. They address this issue by introducing Long Short-Term
Memory layers (LSTM) and they also show, that, LSTM units succeeded in learning both global and
local structure of the training data. They rely mostly on learning blues chords sequences in order to
output a chord value.

More recently, the ability of Deep Neural Networks (DNN) has been investigated in the field of
music generation. In [3], Greg Bickerman et al. shown that generative models such as Deep Belief
Networks (DBN) can be used to produce Jazz melodies. They mapped their musical data into binary
vectors, and, used this data representation in order to train a DBN based on multiple Restricted
Boltzmann Machine (RBM) layers to produce a sequence of novel Jazz improvisations. Most of the
aforementioned works use either notes or chords as the input material instead of raw music. This issue
has been addressed by Nayebi and Vitelli in [4] as they successfully trained a recurrent LSTM deep
network and managed produce music sequences using raw audio waveforms as inputs. They basically
extracted frequency features from the raw music files using the Discrete Fourier Transformation
(DFT) to obtain the desired feature vectors in order to feed the network with. The main concept here
is to feed the network with Fourier feature vectors X1 ... Xt where t represents time steps and let the
network to predict the Xt+1 feature vector, which will be part of the (desired) output sequence.

It is also worth noting, that, apart from music synthesis, DNNs have been also used lately in a wide
variety of applications in order to generate every kind of things; In [5], Mordvintsev et al. discuss
how to create visual art using the capabilities of Deep Convolutional Neural Networks (DCNN) while
Karpathy in [6] discusses how RNNs with LSTM units are able to generate almost comprehensible
and convincing texts ranging from image captions and Shakespeare play scripts to the extreme of
algebraic geometry. In this paper, we will try to approach the problem of music generation using a
deep architecture of LSTM layers influenced mostly by the works of [4] and [6] respectively.

The paper is organized as follows. In section 2, we describe the feature extraction method we used
and we further review the deep LSTM framework as well as we introduce any relevant notation.



In section 3, the experimental process will be given in details along with information about the
implementation. Experimental results are shown in 4 and we conclude in section 5.

2 Method

2.1 Feature Extraction

In order to use raw data for our experiments, we first need to find a reasonable way to represent it
into an appropriate form so that the network can work with, such as matrices. Initially, we considered
to extract MFCC coefficients from the training data in the same way as we did for the first lab, but
eventually we turned down the idea as the MFCCs usually contain overlapping frames and maybe
that could cause confusion to the network. Eventually, following the paradigm of [4] we extracted
frequency information from the raw audio files using the Discrete Fourier Transform (DFT). More
specifically, the audio files are split into N numbers of blocks and we run on each resulting block
a typical DFT. This procedure results in two vectors that contain real and imaginary values, of N
elements each. The final vector representation of each data block is a concatenation of these two
resulting vectors and is basically used to train the network.

2.2 LSTM Architecture

As we mentioned earlier, LSTM units are supposed to learn long term-dependencies in the data, thus
they are quite appealing for this task as we don’t want our compositions to lack of global coherence
as Mozer noted in [1]. LSTM layers are also able to address both issues of vanishing and exploding
gradients by using the so called memory cell. Such a cell, cosists of four main parts; An input gate,
a forget gate, cell input activation vectors (also known as self-recurrent connection/connection to
itself) and an output gate.

In this paper we use the LSTM architecture proposed by Graves in [7].

it = σi(xtWxi + ht−1Whi + wci � ct−1 + bi) (1)

ft = σf (xtWxf + ht−1Whf + wcf � ct−1 + bf ) (2)

ct = ft � ct−1 + it � σc(xtWxc + ht−1Whc + bc) (3)

ot = σo(xtWxo + ht−1Who + wco � ct + bo) (4)

ht = ot � σh(ct) (5)

Here, it, ft, ct and ot are respectively the input gate, forget gate, cell input activation vectors
and output gate. Hidden vector is denoted by letter h and has the same size as the aforementioned
vectors. Where σ, denotes the logistic sigmoid function. W terms denote weight matrices (Wxi is the
matrix of weights from the input gate to the input). The weight matrices from the cell to gate vectors
such as wci, wcf and wco are diagonal for peephole connections. According to [8], the modern LSTM
architecture contains peephole connections from its internal cells to the gates in the same cell to
learn precise timing of the outputs. In our implementation we used a tanh activation function for the
feed-forward layer.

3 Experiments

3.1 Data

As training input we are using the disc Coffee shop selection of Gramatik1. The reason was that first
of all, Gramatik distributes his music free of charge. Secondly, his songs don’t contain lyrics which
would add noise and make training more difficult.

1http://www.gramatik.net/
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3.2 Parameters

Our whole project is based on implementations of the aforementioned architectures from Lasagne
[9] which is a library that helps build and train neural networks in Theano [10]. Using Lasagne it is
quite straight forward to resize or add layers. Due to time/allocation limitations however we didn’t
try many combinations. The structure of our main model had four LSTM layers with a feed-forward
layer afterwards fixing the output size. Our hidden layer had 512 units and every batch had size 36.
We used squared error as loss function and our weights were updated based on RMSprop.2

3.3 Music Generation

In order to generate a random sequence of music sound we start with a seed point, randomly chosen,
from our training set, feed it to the network and get an output. Starting from there we begin building
a sequence which we feed over and over to our network until we reach our preferred track length.

4 Results

4.1 Generated music

Some examples of generated ‘music’ can be found in this address3 for different number of epochs.

Figure 1: Spectrogram of a music file from training set

Here we can see some preliminary results of the system output. Figure 1 basically contains the
ground truth spectrogram of a real sample from the training data, while, in Figure 2 we can see the
spectrogram of the generated audio sequence after different amount of epochs. So far, from the
obtained results we believe that the model cannot learn the training data well, which is also obvious
from the sound output too. However, we didn’t have the time to perform more tests. What is more,
there is a chance that a bug exists somewhere in our code and didn’t find it so far.

2http://www.cs.toronto.edu/~tijmen/csc321/slides/lecture_slides_lec6.pdf
3https://www.dropbox.com/sh/mc8slqh1vo5aajq/AAAZKm_HqJfZS57n9zfZQz4Da?dl=0
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(a) Spectrogram of a generated music file after 100 epochs

(b) Spectrogram of a generated music file after 650 epochs

(c) Spectrogram of a generated music file after 950 epochs

Figure 2: Spectrogram changes over different number of epochs
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5 Discussion and conclusions

In this project we examined the effectiveness of LSTM network layers in music synthesis from raw
music inputs. From our results someone could claim the outcome wasn’t successful at all. However,
the idea seems to have lots of potential and we are certain there is room for improvement. As
an extension or improvement we could have trained networks of different structures and see how
that affects our outcome. Furthermore, instead of LSTMs someone can use the more recent Gated
Recurrent Unit (GRU) [11]. However, the outcome should be expected to be similar, their main
difference is that GRUs are less complex. What is more, even though we used music without lyrics
trying the same thing having as input strictly electronic music, like Skrillex, for example could
yield better results. Finally, trying different feature extractors instead of only discrete FFT could be
interesting too.
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