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Computer Vision

Speech Recognition

Machine Translation

Anomoly Detection

Climbing Deep Learning Mountain
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ID2223 Scalable Machine Learning

•Distributed Machine Learning Algorithms

- Linear Regression, Logistic Regression

- Spark ML

•Deep Learning 

- Stochastic Gradient Descent

- Training/Regularization/Optimization

- Convolutional Neural Networks

- Recurrent Neural Networks

•Reinforcement Learning

- Deep Reinforcement Learning
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Learning Objectives

•Be able to re-implement a classical machine learning 
algorithm as a scalable machine learning algorithm

•Be able to design and train a layered neural network system

•Apply a trained layered neural network system to make 
useful predictions or classifications in an application area

•Be able to elaborate the performance tradeoffs when 
parallelizing machine learning algorithms as well as the 
limitations in different network environments

•Be able to identify appropriate distributed machine learning 
algorithms to efficiently solve classification and pattern 
recognition problems.

2017-11-02 ID2223, Large Scale Machine Learning and Deep Learning, Jim Dowling 5/94



Course Book

•Deep Learning, Yoshua Bengio, Ian Goodfellow and 
Aaron Courville, MIT Press.

- Pre-print available on course homepage

•Other course material (large-scale ML, SparkML) 
gleamed from various sources
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Examination

•LAB1 - Programming Assignments, 3.0

- Lab 1 

• 20 % of coursework grade. 

• Grading will happen on 20th November at “redovisning” time.

- Lab 2

• 20 % of coursework grade. 

• Grading will happen on 29th November at “redovisning” time.

- Project

• 60% of coursework grade. Grading will happen in early January.

•LAB1 passing grade: 50% or more from any 
combination of labs and the project

•Examination, 4.5, grade scale: A, B, C, D, E, FX, F 
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Labs/Project

•Self-selected Groups of 2 (group of 1 ok) for labs.

•Self-selected Groups of 2-4 for the project.

•Labs will include Scala/Python programming

- Spark ML                     – Graded on 18th November at lab

- Tensorflow Python – Graded on 30th November at lab

•Project

- Selection of a large dataset and Method (Deep Learning):

• Dec 12th – project discussion session. 

• Dec 15th – project description due.

• Early/mid January – demonstrated as a demo and short report 
delivered to Canvas.
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Large Data Sets Available on SICS ICE

•SICS ICE

- 36 node Hadoop Cluster

- Nvidia GTX 1080

•www.hops.site

- Spark

- Tensorflow

- Large Data Sets

- Notebooks:

• Zeppelin and Jupyter
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SICS ICE: A datacenter research 

and test environment
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Scalable Machine Learning

Data 

Parallel 

Processing

Distributed 

Systems

Machine

Learning

Supervised ML

Deep Learning

Deep RL

ID2223 Topics
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Deep Learning is the new Steam Engine

•1765 Water Pump

•1819 Steamship

•1825 Locomotive

•1852 Airship
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Brief History of Deep Learning

•1950s/94s

- Perceptron, XOR Problem

•1980s

- Backpropagation

•1990s

- Le Cun’s LENET-5

•Then the 2nd AI Winter
until….
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2009 Speech Recognition

•Acoustic modelling with a 
pre-trained deep neural net 
(Mohamed, Dahl, and 
Hinton, 2009)

•23% phone error rate vs 
previous best of 24.4% on 
TIMIT

•By 2012, Android’s acoustic 
model was a DL network
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2012 Image Recognition
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(slide from Kaiming He’s recent presentation)

[slide from Kaiming He]



End-to-End Deep Learning (Speech)
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Feature 

Representation

Decoder
“cat”

“door”

“server”

Deep Learning Acoustic Models

“cat”

“door”

“server”

Old State-of-the-Art

Deep Supervised Learning 

Pronunciation 

Model

Acoustic Model

Language

Model

Audio

Audio



End-to-End Deep Learning (Vision)
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Hand Engineered 

Features

Support 

Vector 

Machine

“cat”

“door”

“server”

8-layer NN with 60 million params

“cat”

“door”

“server”

State-of-the-Art 2012

AlexNet 2012: Deep Supervised Learning 

1.2 million training images from ImageNet



Automated Image Captioning
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[Image captioning, Vinyals et al. 2015]



Convnets for Music Recommendation

[Recommending Music on Spotify with Deep Learning. Sander Dieleman]



DeepDream reddit.com/r/deepdream
NeuralStyle, Gatys et al. 2015

deepart.io, Prisma, etc.

Convnets for Art



Email Smart Reply with RNNs
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DeepRL for Playing Games
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ATARI game playing, Mnih 2013

AlphaGo, Silver et al 2016



Self-Driving Cars
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DeepMind WaveNet

•A deep generative model of raw audio waveforms

- Has to be heard to be believed

https://deepmind.com/blog/wavenet-generative-model-raw-audio/
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https://deepmind.com/blog/wavenet-generative-model-raw-audio/


Learning Large-Scale ML
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Large-Scale Machine Learning at Google

2017-11-02 ID2223, Large Scale Machine Learning and Deep Learning, Jim Dowling 25/94

[Hidden Technical Debt in Machine Learning Systems, Schulley et Al, NIPS 2015]



Large Scale Machine Learning in Industry

•Machine learning is key to every part of our 
business, from image recognition, to advertising 
targeting, to search rankings, to abuse detection, to 
personalization…

•Instead of just using a “click” as the basic unit of 
engagement, machine learning enables us to track 
exactly how long a person spends reading an article, 
or if they are reading related stories…..

- Peter Cnudde, VP of Engineering, Yahoo

2017-11-02 26/94https://www.infoq.com/articles/peter-cnudde-yahoo-big-data



Large Scale Machine Learning in Industry

•We developed a distributed word embedding 
algorithm to match user queries against ads with 
similar semantic vectors, instead of traditional 
syntactic matching….

•Deep learning powers Flickr’s scene detection, object 
recognition, and computational aesthetics…..

•With Esports, we detect game highlights 
automatically…

- Peter Cnudde, VP of Engineering, Yahoo
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What Changed?

2017-11-02 ID2223, Large Scale Machine Learning and Deep Learning, Jim Dowling 28/94



What changed? 
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GPUsData

Weight Initialization Non-Linearity



Increasing Data Volumes
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More data means Bigger DNN Models
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Performance

Traditional AI

Small DNN

Large DNN

Amount Labelled Data
Hand-crafted

can outperform



Graphical Processing Units (GPUs)
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[nvidia.com]



What changed? 
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Yoshua Bengio

CIFAR



Combining Systems and AI Research 

•To build bigger models with
more data, we need systems
experts

•Jeff Dean: expert systems 
researcher led the development
of DistBelief

•OpenAI, Baidu, Google,
Microsoft, Facebook all
organized with collaborating 
systems and AI teams
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Machine Learning Papers have Changed
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“Run the image through 20 layers of 3x3 

convolutions and train the filters with SGD.”*

* to the first order

[Karpathy, BayArea DL School, 16]



New frameworks for DL.

Caffe-on-Spark

Torch

Theano

Keras

TensorFlow

36/58



Machine Learning Background
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Scientific Method
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example  mental model (hypothesis)  evaluate

update



Machine Learning

2017-11-02 ID2223, Large Scale Machine Learning and Deep Learning, Jim Dowling 39/94

Input predicted

example  ML model (hypothesis)      example

evaluate +

update



Machine Learning
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Input predicted

example  ML model  example

evaluate 

(loss function)

lossupdate
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Machine Learning

“A field of study that gives computers the ability to 
learn without being explicitly programmed”

- Arthur Samuel

•Machines take as input some data and attempt to 
identify patterns in the data

•Machines take as input some data and attempt to 
imitate patterns in the data, either directly or 
indirectly
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Machine Learning Definition

• A computer program is said to learn from experience E with 

respect to some class of tasks T and performance 

measure P, if its performance at tasks in T, as measured by 

P, improves with experience E.
[Mitchell, T., Machine Learning: An algorithmic perspective]
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Study of Machine Learning

•Study of algorithms and systems that

- improve their performance P

- at some task T

- with experience E

•We need a well-defined learning task: <P,T,E>
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Quick Hello to Deep Learning
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Deep Neural Nets have 3 Layers or more
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Some Input Vector



Supervised ML with Back Propagation
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Edge

Beak Eye

Bird

Compare outputs with correct 

answer to get error signal

Back-propegate 

the gradient 

vector to change 

the weights.



Classes of Deep Learning Networks
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Pattern Recognition
Convnets (CNNs)

Sequence Models
RNN/LSTM

General DNNs
Feed-forward

Unsupervised DNNs
Deep RL



image Convnet features

224x224x3
7x7x512

e.g. vector of 1000 numbers giving 

probabilities for different classes.

fully 

connected 

layer

Image Classification

[Karpathy, BayArea DL School, 16]
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Image Captioning

image features

224x224x3
7x7x512

A sequence of 10,000-dimensional 

vectors giving probabilities of different 

words in the caption.

RNN

[Karpathy, BayArea DL School, 16]

Convnet
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Reinforcement Learning

image features

160x210x3

fully connected

e.g., vector of 8 numbers giving 

probability of wanting to take any of 

the 8 possible ATARI actions.

Mnih et al. 2015

[Karpathy, BayArea DL School, 16]

Convnet
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Transfer Learning
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Train on Imagenet

Train thisTrain this

[Karpathy, BayArea DL School, 16]

Small Dataset Medium Dataset
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Understanding Deep Learning Systems



DL vs Human-Level Performance

•In the old days we had to prove convergence of our 
ML algorithms

- Limited to convex optimization problems

•Human-level accuracy is useful for evaluating the 
performance of deep-learning systems. 

•How do we define human-level performance?

- typical human 

- expert human 

- team of experts
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Adverserial Deep Learning
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[http://www.kdnuggets.com/2015/07/deep-learning-adversarial-examples-misconceptions.html]

http://www.kdnuggets.com/2015/07/deep-learning-adversarial-examples-misconceptions.html


Hardware Numbers that you should know
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Key (Network/Bus) Bandwidths

2017-11-02
56/94

SSD (PCI-attached)

GPUMagnetic Harddisk

(SATA-2)

CPU 

Main Memory (GDDR5)

PCI-E 3.0: ~32 GB/s NVLink: 80 GB/s

~10 Gb/s 

Network

28 GB/s 

per chip

~320 GB/s (GTX 1080)
~150 MB/s

~1 GB/s 



Linear Algebra Review
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Matrices

A Matrix is a 2-d array

• n = # of columns

• m = # of rows

• dimensions = m × n

•Notation:

- Matrices are denoted by 
(bold) uppercase letters

- Aij denotes the entry in 
ith row and jth column

- If A is m × n, it has 
m rows and n columns

- If A is m × n, 
then 𝑨 ∈ ℝ𝒎×𝒏
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 

11 12 1

21 22 2

1 2

n

n

ij

m m mn

a a a

a a a
A a

a a a

 
 
  
 
 
 



Vectors

•A vector, v, of dimension n is an n × 1 matrix rectangular 
array of elements

𝒗 =
1.1
0.5
9.4

•Notation:

- Vectors are denoted by (bold) lowercase letters

- vi denotes the ith entry

- If v is n dimensional, then 𝒗 ∈ ℝ𝑛
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Vector Addition
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A

B

A

B

C

c=a+b= 
𝑥1
𝑥2

+
𝑦1
𝑦2

=
𝑥1 + 𝑦1
𝑥2 + 𝑦2



Matrix Addition/Subtraction

•Addition

•Subtraction

•For addition and subtraction, the matrices must 
have the same dimensions
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



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
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hdgc
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



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


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






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






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dc
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Add the elements

Subtract the elements



Matrix Transpose

•Swap the rows and columns of a matrix

•Properties of matrix transposes:

- Aij = (A⊤)ji

- If A is m × n, then A⊤ is n × m
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

(A B)T  AT  BT



(AB)T  BT AT



Inverse of a Matrix

•If A is a square matrix, the inverse of A, called A-1, 
satisfies

AA-1 = I     and   A-1A = I,

•Where I, the identity matrix, is a diagonal matrix 
with all 1’s on the diagonal.











10

01
2I



















100

010

001

3I
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Matrix Scalar Multiplication

•Multiply each matrix element by the scalar value

4 ×
1 6 3
4 9 6

=
4 24 12
16 36 24

−0.5 ×
3
8
4

=
−1.5
−4
−2
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Inner Product

•A function that maps two vectors to a scalar

- Called the dot product or inner product

3
8
4

∙
1
2
3

= 31

3 × 1 + 8 × 2 + 4 × 3 = 31

•Multiplies the vector elements pairwise 

•Both vectors must be the same dimension
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Scalar Product

•Vectors assumed 
to be in column 
form

•Transposed vectors
are row vectors

•Common notation for the scalar product: x⊤w
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1 x n n x 1 scalar



Matrix-Scalar Multiplication

•Involves repeated scalar products

3 4 6
2 3 1

∙
1
2
3

=
29
11

3 × 1 + 4 × 2 + 6 × 3 = 29
2 × 1 + 3 × 2 + 1 × 3 = 11
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•Involves repeated scalar products 

3 4 6
2 3 1

∙
2 3
1 −1
4 5

=
34 35
11 8

3 × 2 + 4 × 1 + 6 × 4 = 34

Matrix-Matrix Multiplication
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•Involves repeated scalar products 

3 4 6
2 3 1

∙
2 3
1 −1
4 5

=
34 35
11 8

3 × 3 + 4 × −1 + 6 × 5 = 35

Matrix-Matrix Multiplication

2017-11-02 ID2223, Large Scale Machine Learning and Deep Learning, Jim Dowling 70/94



•Involves repeated scalar products 

3 4 6
2 3 1

∙
2 3
1 −1
4 5

=
34 35
11 8

2 × 2 + 3 × 1 + 1 × 4 = 11

Matrix-Matrix Multiplication
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•Involves repeated scalar products 

3 4 6
2 3 1

∙
2 3
1 −1
4 5

=
34 35
11 8

2 × 3 + 3 × −1 + 1 × 5 = 8

Matrix-Matrix Multiplication
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1

m

il ij jl

j

c a b




Let A = (aij) denote an m × n matrix and B = (bjl) 

denote an n × k matrix

Then the m × k matrix C = (cil) where

is called the product of A and B and is denoted 

by A∙B

Matrix Product
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Matrix Multiplication Properties

•Associative
(AB)C = A(BC)

•Not commutative
AB ≠ BA
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Outer Product

•Matrix-Matrix Multiplication involving two vectors

•Cij is the inner product of ith entry of x and jth entry 
of w
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LP Norm for Vectors

•Norms are functions that measure how large a vector is

- A scalar has a magnitude/length: its absolute value

•L1 Norm for 𝒙 ∈ ℝ𝑛

𝒙 1 = 

𝑖

𝑥𝑖

•L2 Norm (Euclidean norm) 

𝒙 2 =  

𝑖

𝑥𝑖
2 = 𝑥1

2 + 𝑥2
2 +⋯+ 𝑥𝑛

2

•LP Norm

𝒙 𝑝 =  

𝑖

𝑥𝑖
𝑝

1/𝑝
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Special Matrices and Vectors

•A Unit vector has a magnitude of 1:

-  𝒙 = 𝒙 2 = 1

•Symmetric Matrix:

- AT=A

•Orthogonal Matrix:

- ATA = AAT = I
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EigenVectors and Eigenvalues

•Eigenvector and eigenvalue:
𝑨𝒗 = 𝜆𝒗

2017-11-02 78/94[from Wikipedia]

Any vector that points directly to the right or left with no vertical component is an eigenvector 

of this transformation (shear mapping) because the mapping does not change its direction.



Effect of Eigenvalues
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Tensors

•A tensor is an array of numbers, that may have

- zero dimensions, and be a scalar

- one dimension, and be a vector

- two dimensions, and be a matrix

- or more dimensions.

2017-11-02 80/94[from Deep Learning BooK, Goodfellow et aL]



Learning linear algebra

•Do a lot of practice problems

•Start out with lots of summation signs and indexing 
into individual entries

•Eventually you will be able to mostly use matrix and 
vector product notation quickly and easily
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Probability Theory
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[Slides Adapted from Deep Learning BooK, Goodfellow et aL]



Random Variable

• If a variable can take on any value between two specified values, 

it is called a continuous variable; otherwise, it is called a discrete 

variable.

• A random variable has a probability distribution, which specifies 

the probability that its value falls in any given interval.
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Probability Mass Function (Discrete)
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Probability Density Function (Continuous)
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Computing Marginal Probability with the Sum Rule
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Conditional Probability

• If 60% of the class passed both labs and 80% of the class passed 

the first test. What percent of those who passed the first test also 

passed the second test?
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Chain Rule of Probability

• Natural Language Processing. 

“Play it again ____ “- Humphrey Bogart

• Probability of the next word (assuming a 4-Gram)?

P(w4 | w1, w2, w3)  
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Independence

• The event of getting a 6 the first time a die is rolled and the 

event of getting a 6 the second time are independent. 

• The event of getting a 6 the first time a die is rolled and the 

event that the sum of the numbers seen on the first and 

second trials is 8 are not independent.
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Expectation

•Expected value of a dice 1-6 is 3.5 (weighted mean)
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Variance and Covariance

• The covariance between two Random Variables X 
and Y measures the degree to which X and Y are 
linearly related. 
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Functions of Interest
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Logistic Sigmoid
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The SoftPlus Function
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Reading Instructions

•Chapter 1

•Chapter 2.1-2.7

•Chapter 3

•References

- Linear Algebra, Gilbert Strang.

- Probability Notes:
http://web.mit.edu/13.42/www/handouts/reading-probability.pdf
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