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Abstract

In this project, a language identification system for Swedish, Slovenian, French
and English was built and evaluated. The model used was a GMM-HMM for each
language trained on both MFCC:s and features extracted from the bottleneck of an
unsupervised automatic encoding of shorter speech samples. Both fully connected
and convolutional neural networks were used as autoencoders. The results from
the study showed that although the system manged to learn some patterns in the
training data it performed no better than random chance on testing data. Possible
explanations for these results may be a shortage of training data or that more
pre-processing to make the samples more comparable is required.

1 Introduction

This study set out to investigate the usefulness of automatically encoded speech features for spoken
language detection. Spoken language detection is the process of automatically identifying the
language of a speech sample. This is a technology that enables automatic machine translation of
speech and for technologies like multilingual speech recognition.

Language detection of written languages using the Latin alphabet has been thoroughly studied and
is considered a solved problem [1]. Since words and letter combinations in written language are
manifestations of the phonological rules used in spoken language it has been conjectured that spoken
language classification can be solved in much the same way. However it has become apparent that
spoken language recognition is a much harder problem, this is mostly due to the fact that phoneme
recognizers are prone to errors in transcription [1].

Some experiments have also been performed on the human ability for language detection [2]. These
experiments show that humans have the ability to classify languages they don’t understand on a
prelexical level, this further implies that the problem should be solvable for a machine without it
actually having to learn to understand the languages in question.

Phonological studies have also shown that the actual phonemes used in languages overlap significantly.
However, the way phonemes are ordered and combined are more distinct between languages [3]. The
study of sequences of phonemes is called phonotactics and many language identification systems use
phonotactic models [4, 5, 6].

Most studies in the field of language recognition have focused on systems requiring data transcribed
on a phoneme-based level directly or indirectly [5, 1, 7, 8, 9, 10]. For example, many language
identification approaches use separate phoneme recognizers for each language to be distinguished
[5, 7, 11]. The phoneme recognizers can then be used to support a phonotactic recognition system.
V. Ramasubramanian et. al. [11] used n-gram language models as their phonotactic system based
on HMM as phoneme recognizers. They achieved up to 70% accuracy when testing their system on
45 second utterances from 6 languages using maximum likelihood classifiers. Recently Ganapathy
et. al. [8] used features from a convolutional neural network phoneme recognizers together with a
support vector machine for language identification. They achieved a 88% accuracy when identifying
three languages. A deep learning method has been proposed by Jiang et. al. [9, 10] where deep



Figure 1: Overview of the complete prediction process. Both the mfcc features and the autoencoder
features are present in this illustration, but keep in mind that for each individual prediction only one
of these kinds of features were used.

neural networks were trained to generate powerful and robust representations of speech data using
stacked Boltzmann machines. They extracted the features from a bottleneck layer in the network
where one anticipates that the network has learned a compact representation of the data. Their system
was evaluated using a Gaussian Mixture Model–Universal Background Model and achieved an equal
error rate of 13.34% on 3 second utterances when distinguishing between 23 languages.

Training systems relying on phoneme recognizers requires labeled data from every language of
interest. However, transcribing data on a phoneme-based level is expensive and time consuming.
Therefore, a method that does not require phoneme level transcriptions is highly desired. Recently
progress in unsupervised feature extraction suggests that neural networks can be used to extract sub
word features [12] for speech recognition tasks. However, to our knowledge this has not been applied
to language recognition.

This study aims to evaluate a set of phoneme transcription independent systems for short phrase spoken
language detection on a subset of the SpeechDat [13] database. Based on the recent breakthroughs
for convolutional networks in many fields [14, 8] the use of convolutional autoencoder bottlenecks
for feature extraction was evaluated.

2 Method

As previously introduced, most of the language information in spoken language is contained in the
transitions between sounds and not in the sounds themselves. To model this temporal aspect, Hidden
Markov Models (HMMs) were used. In short, a HMM defines probabilities of feature sequences
conditioned on a latent Markov chain. The features in this project are continuous in all cases and have
been modeled in the HMM as Gaussian mixtures. HMM models are used to estimate the likelihood
P (X|Θ) for a sequence of features X given the model parameters Θ. For language recognition
systems it is common to train different HMM models on the separate languages. In this setup one
can interpret the output probabilities from the HMM models as an estimate of the likelihood of the
sequence given the language L the model is trained on. The classification can then be performed by
either a maximum likelihood (ML) or a maximum a posteriori (MAP) estimation. For a system in
production it is sensible to use the MAP estimation to be able to tweak the performance by introducing
context dependent priors. However due to the nature of this study, the ML estimation have been used
for the classification. This means that the inferred language of an utterance is

Lest = argmaxLP (X|ΘL)
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where ΘL is the parameters for the HMM trained on language L.

Historically Gaussian Mixture HMMs have been applied on mel-frequency cepstral coefficients
(MFCCs) for the purpose of language recognition [15]. Therefore MFCC features have been used to
create a baseline for the evaluation.

Next, language identification with features learned by a neural network directly from spectrogram
data were evaluated. This project has focused on an autoencoder architecture for this kind of feature
extraction. An autoencoder is a bottlenecked neural network that maps an input onto itself. By setting
one of the hidden layers (the bottleneck) in the neural network to be significantly smaller than the
dimension of the input data, one enforces the network to learn a compact representation of the data.
In other words, training such a neural network is an unsupervised method for finding an alternative
representation of the data. Ideally, this representation would provide a better representation for the
GMM-HMM models for modelling the separate languages.

Two different autoencoder architectures were used in this project: a shallow fully connected network
(FC-AE) and a deep convolutional network (Conv-AE). The input to each network was a sequence of
features. More specifically, this sequence corresponded to a window of some specified width applied
to a spectogram. The input can thus be thought of a one-channel image. FC-AE flattens this image to
a high dimensional vector which is then passed through a number of linear transformations combined
with non-linear activation functions. Conv-AE on the other hand attempts to preserve the topological
properties of the spectogram. The window used for generating a single input to the network can
then be slid along the entire spectogram to map the spectogram to a sequence of features extracted
from the bottleneck layer in the network. Note that if one does not take unit steps when sliding this
window across the spectogram, the resulting sequence of bottleneck features becomes shorter than the
sequence of features in the spectogram. This new sequence was then used as input to a GMM-HMM
model. The spectrogram that was used for generating inputs to the network contained log mel filter
bank representations of the speech data. The complete prediction process is illustrated in fig. 1.

3 Experiments

For the evaluation, three different experiments were set up. In the first experiment plain
MFCC features were used by the GMM-HMM. The features were extracted using the
python_speech_features package [16] and 13 cepstral coefficients were used. The GMM-HMM
implementation was provided by the hmmlearn package [17].

In the next experiments, the aforementioned autoencoder network architectures were used to generate
alternative represenations of the data. As mentioned in the method, the input was windowed log mel
filter bank features, extracted with the same package as for the MFCC features. The number of filters
in the filter bank was 26 and the window size was set to 20 frames (corresponding to 200 ms) which
was slid along the spectogram with steps of 10 frames.

In the second experiment a two-layered autoencoder with ReLU activation (FC-AE) was used for
feature extraction on windowed log mel filter bank features. The filter bank features were obtained
using the same package as for the MFCC features. 26 filters were used in the filter bank. The
autoencoder was built with a 40-dimensional bottleneck (fig. 2a).

The third and last experiment was performed in an analogous setting as the second experiment but
with a deeper autoencoder with convolutional layers (Conv-AE). The network was constructed with
two convolutional layers and one fully connected layer to project the input to the 40 dimensional
representation. Then one fully connected and two deconvolutional layers were used to up-sample
the 40 dimensional bottleneck to the original input dimensions. An illustration of this network is
provided in figure 2b. All layers were built with ReLU activation functions in all networks.

All the networks were implemented in TensorFlow [18] and trained with the built in Adam optimizer
with the default parameters until convergence.

The experiments were run on a subset of the SpeechDat database containing the four languages
Swedish, English, French and Slovenian. The train set was selected as sessions 20-30 from the first
block of the first CD in each language and the test set was selected as sessions 31-35 in the same
blocks. The languages were selected to represent some of the main language groups present in the
database: Germanic, Romance and Slavic languages. This resulted in the training set and test set
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Figure 2: Illustrations of the fully connected autoencoder (FC-AE) and convolutional autoencoder
(Conv-AE) architectures used for the second and third experiments respectively.

containing 3.0 hours and 1.4 hours of speech data respectively. The mean sample length was 5.35 s
and 5.49 s for each set respectively. Each sample contained some silence which was not removed
for these experiments. However, the utterances were preprocessed by normalizing them to a level of
−1dB before feature extraction to level out any differences in volume in the recordings.

4 Results

The resulting accuracy on the test and training sets can be seen in table 1 and the confusion matrices
between languages are presented in figs. 3 to 5. Interestingly none of the methods perform better than
random chance on the testing utterances.

Table 1: Resulting accuracy on test and training set using different the different features for the
HMM-GMM

Feature Accuracy on train data Accuracy on test data
MFCC 45.12% 24.65%
FC-AE 66.90% 25.84%
Conv-AE 55.53% 24.54%

5 Discussion and conclusions

The results from these test were rather underwhelming, none of the recognizers performed significantly
better than random chance on the testing set. However, all of the methods managed to find some
sort of pattern in the training data implying one of two possible scenarios. Firstly, the data set could
have been too small and the models too powerful allowing them to remember the training sequences
without actually learning any generalizable features of the languages. Secondly, the samples in
the training and test sets could have been too dissimilar for the model to be able to generalize
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(a) Training data (b) Test data

Figure 3: Confusion matrix on the training and test set for the GMM-HMM trained on the MFCC
features.

(a) Training data (b) Test data

Figure 4: Confusion matrix on the training and test set for the GMM-HMM trained on the features
obtained by the fully connected autoencoder (FC-AE).

(a) Training data (b) Test data

Figure 5: Confusion matrix on the training and test set for the GMM-HMM trained on the features
obtained by the convolutional autoencoder (Conv-AE).
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between them. The second alternative seems to be the most likely in this case since the GMM-HMM
trained has quite few parameters and especially since the training and testing utterances are sampled
from different sessions in the data set between which recording circumstances can have changed
significantly. It might be tempting to sample both training and testing data from the same sessions
but this risks putting different recordings from the same speaker in the both sets and thus reducing
the problem to speaker identification.

One way of making the model better at generalizing would be to use more data for training. This
was tested in the study but the library used for HMM broke down when the data set was increased.
It is possible though that other more mature tool-kits like HTK [19] would manage this better. An
alternative approach would be to use another more data capable model like recurrent neural networks
for the temporal modeling.

It is also noteworthy that the Baum Welch algorithm used for HMM training is very sensitive to
initialization [20] and that better results might have been achieved if a more clever initialization
would have been performed.

Another area of improvement for these models is that since they are never actually trained for
discrimination, they could be biased towards extracting features that explain as much of the sounds as
possible rather than the languages. This might be remedied by instead using a layer just before output
in a classifier for feature extraction. Such an supervised approach may give more distinguishing
features, but might be practically impossible to train since there is so little language information in
the short samples it is given to learn from.

A possible problem with the autoencoders is that they might have overfitted to the training data with
no ability to encode a useful representation for new data. Since no validation data was tested on the
autonencoders during training this is hard to rule out even though the quite modest result even on
training data indicate that this should not be the case. In addition, some overfitting could be attributed
to the GMM-HMMs.

A possible contributing cause for the underwhelming results is the small length of the test sequences.
As previously mentioned the average test sequence length was 5.49 seconds. Considering also that
a large portion of this time is silence and that the recognition accuracy generally increases with
increased sequence length [15] one can expect that the results would improve if the system was
deployed on longer spoken sequences. However, due to the fact that the results for all HMMs are
comparable to results obtained by pure chance the effect would have to be stronger than the pure
averaging effect that comes with the increased sequence length. This could be achieved for longer
sequences by capturing long-term dependencies. Classical HMMs as the ones used in this project are
not particularly good at this task [21] and thus it is possible that the results would not improve with
longer sequences.

Apart from the sequences being short they also contain a lot of silence as previously mentioned.
This silence might be problematic since it carries no language information but still is modeled by
the HMM:s, if the amount of silence differs significantly between samples it may then affect the
probabilities of samples significantly. This would result in the model finding the language with the
most closely matching amount of silence for a sample rather than the most similar language features.

One unanticipated finding was that the features obtained from the fully connected autoencoder were
the easiest for the GMM-HMM to overfit yielding the highest training performance. This indicates that
these features had the best representational power. Since the convolutional model is more complex it
was believed that the features obtained from this model would be the most representative. A plausible
reason for why this was not the case is that the arcitecture of the convolutional model might not have
been suitable for this problem. Another possible reason for this is that the convolutionall operations
might not be suitable for preserving the language information that needs to be encoded in this project.

To conclude, the methods evaluated in this project are not applicable to language identification in its
current state, but many possible paths for future improvements have been outlined.
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