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Abstract1

In this report we have investigated progress and techniques from the 1980’s to present time in the2

field of automatic speech recognition (ASR). This includes Hidden Markov Models (HMM), Artificial3

Neural Networks (ANN) and Convolutional Neural Networks (CNN) and hybrids of these. In the4

early stages of speech recognition HMM was the most effective model in machine learning for speech5

recognition. It was later combined with the ANN into the ANN-HMM hybrid model that performed6

better than all previous models. As processing power allowed for more layers in ANN, the Deep7

Neural Networks improved further upon this hybrid model. The last few years, the CNN has become8

the leading model surpassing ANN models in terms of performance and the CNN-HMM model is one9

of the most efficient models in speech recognition.10

1 Introduction11

Speech is the most efficient way of communication we know so far. Humans and also animals use sound12

to communicate and to transfer knowledge between each other. Humans have the skill to interpret sound13

from birth and we keep up relying on it throughout our lifetime [17]. This way of communication and14

possibility of easy communication is also the way we would want to communicate with machines. The15

problem is that machines are not under conscious control and to interpret sounds is a complex task. Speech16

is also very different in form of accents, emotions, gender and so on [17]. Automatic Speech Recognition17

(ASR) is very important in the field of computer interaction, it uses the process and relevant technology18

to convert speech signals into sequence of words by using computers and implemented algorithms [17].19

In present time the newest technology can understand and interpret thousands of words under functional20

environment [17]. Speech signals give informations about both the identity of a speaker and the content21

of the speech [17]. To be able to handle speech in machine learning different methods have evolved since22

the introduction of speech recognition in the 1950s. This report first present the general concepts used in23

speech recognition over this time period HMM, ANN, RNN and CNN. Then the time-line are examined,24

starting from were Hidden Markov Models were introduced in the early 1980s up until present day were25

Neural Networks are used in combinations with other techniques to receive the best results.26

1



2 Background27

2.1 HMM, Hidden Markov Models28

A Markov Model is a stochastic model of various states. It consists of a number of states that it can be29

in, a starting probability of in which state the model will start in, and a transition probability for each30

state that tells the probability of going from that state to another in each time-step.31

A Hidden Markov Model adds another lay atop the regular MM. Instead of being able to see which state32

the model is currently in with absolute certainty there is an observation probability that says that in33

each state there is a probability of making a certain observation. The number of possible observations34

also need not be the same as the number of states.35

Figure 1: Visualization HMM

The way a HMM learns is that given one or several sequences of observations it tries to fit the transition36

and observation likelihoods so that it maximizes the probability of the given sequence of observation.37

This will however only find a local maximum and is thus sensitive to initialization.38

Then given a properly trained HMM one can use algorithms such as forward-backward to find the maxi-39

mum probability of sequence of states given a sequence of observations. This however is a local maximum,40

and in most problems of interest the optimization surface will be very complex and have many local max-41

ima. [22]42

2.2 ANN, Artificial Neural Networks43

The human brain consists of billions of nerve cells or neurons, these communicate with electrical signals44

that are short lived impulses in the voltage of the cell wall membrane [16]. The inter-neuron connections45

are mediated by electrochemical junctions called synapses, these are located on branches of the cell called46

dendrites. Each neuron receives thousands of connections from other neurons and are constantly receiving47

a multitude of incoming signals. These signals does eventually reach the cell body, in the cell body the48

signals are integrated or summed in some way, and if the resulting signal exceeds some threshold the49

neuron will generate an impulse in response to other neurons [16]. This is transmitted via a fiber called50
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an axon. When determining weather an impulse should be produced or not, some incoming signals51

produce an inhibitory effect and tend to prevent generation of the impulse, while others are excitatory52

and promote impulse generation[16]. The distinctive processing ability of each neuron is then supposed to53

reside in the type "excitatory or inhibitory" and strength of its synaptic connections with other neurons54

[16].55

Figure 2: Visualization of biological network

In the same way the architecture and style of processing are used and incorporated when designing an56

artificial neural network [16]. When creating a artificial neural network the neurons become nodes in our57

system. The synapses are modeled by a single number or weight so that every input is multiplied by this58

weight before forwarded to to the "cell body". In the "body" the signals are summed up together by59

simple arithmetics, like addition to supply node activation. Output is produced depending if it exceeds60

a threshold or not (output could be 0 or 1) [16]. The term network is used for any type of system that61

use artificial neurons, from a single node to a large collection of nodes. In real neurons the strength of62

the synapse signal may be modified so that the behavior of each neuron can change or adapt to its input63

stimulus [16]. In an artificial environment this is equivalent to the altering of the weights values [16]. In64

this way the neural network can (using learning techniques) adapt to certain patterns, and given lots of65

training data the process can be repeated, the network is then trained until it is converged [16]. The66

result should be ready to take on unknown data [16].67

Figure 3: Artificial neural network
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2.3 RNN, Recurrent Neural Networks68

A Recurrent neural Network is specialized on handling sequences. Mostly sequences in time. It does69

this by taking and outputting a form of hidden state for each step in evaluation of the sequence. This70

hidden state functions as the the memory of the network wherein it remembers the previous inputs into71

the network. As this hidden state is dependent on previous iterations of the network, to calculate it’s72

gradient it become necessary to back-propagate through these previous steps. [14]73

Figure 4: Artificial neural network

2.4 CNN, Convolutional Neural Networks74

Convolutional Neural Networks "CNN", are a specialized kind of neural network (ANN) for processing75

data that has a known grid-like topology [6]. Examples include time-series data, which can be sought of76

as a 1D grid taking samples at regular time intervals, and sound data which can be thought of as a 2D grid77

with features [6]. Convolutional networks has played an important role in history of deep learning and are78

as mentioned above about ANN also a successful application of insights obtained by studying the brain79

and applied to machine learning [6]. CNN were one of the first deep models to perform well, and were some80

of the first neural networks to solve commercial applications. The interest in CNN’s and deep learning81

began when [3], won the ImageNet object recognition challenge, but convolutional neural networks had82

been used to win other machine learning and computer vision contests for years earlier, giving less impact83

[6]. Convolutional networks were one of the first working deep networks trained with back-propagation84

[6]. General back propagation were considered to have failed and why CNN’s were a success is unclear.85

Ideas as to why CNN’s were working better were that they had more computational efficiency than fully86

connected networks[6], or that recent failures could be dependent on psychological factors that made87

practitioners not to fully try experiments (they simply did not believe they should work). CNN’s are88

most efficient on a two dimensional topology, to process one-dimensional data, recurrent neural networks89

(RNN) perform better [6]. A convolutional network are simply neural networks that instead of a matrix90

multiplication uses a convolution instead of matrix multiplication in at least one of the layers [6]. The91

convolution between two functions f(x ∗ w) can be described of the integral [6]:92

s(t) = f(x ∗ w)(t) =
∫ t

0

x(a)w(t− a)da

This function is used to give a smoothed estimate of the measurement we want to obtain. In convolutional93

neural networks the x usually refers to the input and the w to the kernel the output is sometimes referred94

to as the feature map. when working with data on a computer the time is discretized and the discrete95

convolution function can be written as [6]:96
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s(t) = f(x ∗ w)(t) =
∞∑

a=−∞
x(a)w(t− a).

In machine learning applications, the input is usually a multidimensional array of data, and the kernel is97

usually a multidimensional array of parameters that are adapted by the learning algorithm [6]. Because98

each element of the input and the kernel needs to be stored separately, we assume that all functions are99

zero in all values except the finite set of points for which we store values. Thus one can implement an100

infinite summation, as a summation over a finite number of array elements [6]. Convolutions are often101

used over more than on axis (two-dimensional I and two-dimensional W) at once and has a commutative102

property [6].103

s(i, j) = f(I ∗K)(i, j) =
∑
m

∑
n

I(m,n)K(i−m, j − n).

s(i, j) = f(I ∗K)(i, j) =
∑
m

∑
n

I(i−m, j − n)K(m,n).

The commutative property of convolution arises when flipping the kernel relative to the input, in the104

sense that as m increases, the index to the input increases, but the input to the kernel decreases. This105

commutative property is usually good for writing proofs but not so important for implementation. Many106

neural networks implements instead a function called cross-correlation [6]:107

s(i, j) = f(I ∗K)(i, j) =
∑
m

∑
n

I(i+m, j + n)K(m,n).

This is the same as convolution but without flipping the kernel. It is rare in machine learning implementa-108

tions that convolutions is the alone function, instead it is used combined with other functions [6]. Discrete109

convolution can be viewed as multiplication by a matrix, but the matrix has several entries constrained110

to be equal to other entries. Any neural network algorithm that works with matrix multiplication should111

work with convolution [6].112

113

Figure 5: Convolutional neural network

Convolution presents three important ideas which is presumed to leverage improvement to machine learn-114

ing, sparse interactions, parameter sharing and equivalent representations. Convolutions also allows for115

inputs of variable size [6]. The main advantage of CNN’s is their accuracy in recognition problems, the116

drawbacks are mainly, slow training, computational expensive and the need of a lot of training data117

(parameters). Also the CNN’s needs supervised training, at least on a high level.118

119
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3 Method120

We used a combination of Google Scholar to find and KTH library to access scientific articles on the121

subject of ANN, CNN and speech recognition. By going through reports regarding speech recognition122

techniques from different time periods in the research development, we aimed to see if there has been any123

progress and what techniques has been involved. We also wanted to conclude what is the best technique124

today and what is supposed to be the future of speech recognition. While there are many flaws and125

different abbreviations to these methods described we go through the general use of successful concepts,126

giving an possible way to overlook the progress made in the area of Speech Recognition.127

4 Results128

Reading the reports in a chronological order one can see how various forms of HMM has been the dominant129

model in speech recognition. Starting around the 1980s the models of this time went from being more130

intuitive template-like approach to become a more rigorous statistical framework [2]. The approach of131

the HMM was understood in a few laboratories but the methodology was not complete until the mid132

1980s. After the publication of [12, 15] the HMM became the preferred method for speech recognition133

and became the the standard for the upcoming two decades, along with a steady stream of refinements134

and improvements to the technology [2]. The stochastic process of the HMM was able to model the135

intrinsic variability of the speech and also the structure of the spoken language. As speech could vary136

a lot from instance to instance because of differences in noise, pronunciation and similar. This gave the137

effect that even the same words could have a very different input to the model. The HMM takes this into138

account, as it creates the probabilistic model based upon the variabilities of the acoustic realizations in139

the utterance [2]. With this model an algorithm called Baum-Welsh is used. This algorithm returns an140

indication from the model of the likelihood that this model represents the word spoken, based upon the141

input from the utterance.142

Another technique that emerged in the late 1980’s was the ANN (Artificial Neural Network). Neural143

networks was really first introduced in the 1950’s but but failed to produce any results [2]. In the late144

1980’t it was again introduced, this time together with a function called error back-propagation, later145

in development this technique will have great impact in speech recognition. The main reason for the146

attention in the 80’s was the capability to approximate any function to arbitrarily precision. Attempts147

with this method was successful with phonemes of a few words, but problems of speech recognition was148

that of handling the variations of a speakers utterances, and up to this time NN had not showed to be149

able to handle this kind of problems [2].150

Researchers started to try to integrate the HMM model within the NN. In the 1990’s several innovations151

took place also in the field of pattern recognition. This was mainly because a change of paradigm which152

was the result of changing the problem set. From like before following Baye’s framework with estimations153

of the parameters and distributions of data, to become an optimization problem of parameters [2]. This154

optimization problem involved minimization of the recognition error. The objective of an recognizer was155

now to be able find the least recognition error instead of fitting the distribution function. This change156

spawned a lot of new techniques for example the Support Vector Machines (SVM) which became very157

popular to study among scientists [2]. In the mid 1990’s a tool called the FSM (finite state machine)158

library, was created. This was a finite state network approach in a unified transducer framework. This159

library has been a major component of almost all modern speech recognition and understanding systems160

[2].161

When statistical methods received success in the field of ASR, it receiver interest from DARPA (Defense162

advanced research agency). This resulted in that new systems spawned like SPHINX CMU [18], BABY-163

LOS (BBN) [11] and DECIPHER (SRI) [20]. The SPHINX system was especially successful and was able164

to successfully integrate the statistical model of the HMM method [2]. With the support of DARPA a lot165

of different fields and tasks were investigated and evaluated int the 90’s and into the 20’th century. One166
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of the most challenging tasks proposed by DARPA was the Switchboard, were the speaker were supposed167

to be conversational and spontaneous [2]. The result was the conclusion that this problem was far more168

complicated to solve than the regular task driven speech approach. A result which also emerged from169

this proposal was that the error rate decreased when bigger training sets were used, this is something also170

later seen in present neural networks [2]. I the beginning of the 20’th century the Neural networks model171

began to get more impact in speech recognition techniques. The emerge of deep learning has become the172

most significant advances in the field of speech recognition [23] and all models tend to become different173

abbreviations of neural networks.174

This led to the ANN-HMM hybrid model becoming the most efficient model in speech recognition for its175

time. Surpassing its peers with a reduced error rate of 30% [6, 5, 7]. These ANN-HMM hybrid models176

were later improved upon into DNN-HMM models as processing power allowed for larger number of layers177

in the ANN model. These models surpassed other HMM such as the GMM-HMM [4, 3]. Experiments178

with DNN-HMM hybrids on the TIMIT database has yielded an almost 30% error rate [4, 3].179

Later on as different versions of RNN was being experimented with it managed to become the leading180

model within speech recognition, outperforming other state of the art models at the time [13].181

Figure 6: Techniques timeline [19, 1]

CNN began within the field of image recognition and computer vision where it had proved itself [8].182

Experiments were made to test if this could be applied to the spectral feature image of speech. CNN-183

HMM models proved able to achieve a better result than DNN-HMM with the same number of NN layers.184

And has also given an overall lower error rate of 6-10% compared to previous models. Resulting in a 20%185

error rate on the TIMIT database [9, 10, 8].186

Experiments with CNN on raw speech data has yielded some promising results and may indicate that187

CNN can come to replace much of the signal processing currently done to speech data [21]. Which might188

also suggest that a version of NN may in the future be the dominant model in speech recognition.189

5 Discussion and Conclusions190

HMM has remained the dominant model used for speech recognition for decades. With the rise of ANN191

it was combined into various NN-HMM hybrid models that performed better than previous models. The192

NN part of these hybrid models have developed from the early ANN, to DNN to currently CNN, each193

step improving the results of the previous.194
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As HMM is stochastic models it will always have a degree of uncertainty that will probably be hard to195

overcome. NN doesn’t seem to have that problem as much as with more and more neurons and proper196

training it looks to be moving towards a more deterministic way of recognizing patterns. With the major197

obstacle of simply adding more and more neurons to NNs is the available processing power, which is198

increasing exponentially, it stands to reason that NN may very well make most other models of machine199

learning, especially stochastic ones, obsolete.200

It seems as ANN, especially CNN, is becoming the most effective method of speech recognition. While201

HMM is still used to great effect in these new methods, as CNN was shown to have the potential to work202

on its own, it might very well find itself outdated.203

Recently, (ASR) has achieved major breakthroughs and greatly improved performance. Applications,204

including smartphone assistants like Siri, Cortana, Google Now and products such as Amazon Echo205

and Kinect Xbox One, have started to become part of our daily life. All these with high standard and206

performance using new techniques of ASR [23].207
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6 Appendix265

Comment 1266

The models are described good in overall. But it might be better to give an explanation of RNNs in the267

background section (RNN are only mentioned in the figure 5 and one sentence in section 2.3).268

269

Adjustments:270

We have added a section about RNN.271

Comment 2272

I did not find any clear mistakes. It is covered so much about the neurons, instead it might be better to273

mention about deep neural networks, back propagation and recurrent neural networks.274

275

Adjustments:276

We have tried to adjust this. Still we think that the basis of the neural network is an important path277

and all other techniques builds upon this so its motivated to have it there. Also it does not take away278

anything important from other parts except it gives the text more depth.279

Comment 3280

Extended parts of the report, including definitive claims, came with just one reference. This reference281

often was to other overall field assessment work, and not to first order research papers.282

283

Adjustments:284

To find information about the history of ASR is hard to do if not allowed to look at other overall field285

assessment reports and would have been way out of bounds of this project to look for first order sources286

for all time periods. Instead we have tried to do something more excessive as to look for a period of287

time that are longer 1980 to present. We feel that it is motivated to look in historical reviews to find288

information about history, not have to find actual first order source of every time period.289

Comment 4290

"Especially the final claim that hybrid HMM methods may be left behind is not supported at all".291

Adjustment:292

Changed the wording in that it is a likely possibility given that one test with CNN showed that NN might293

work in speech recognition on its own. It’s also part of the discussion as the conclusion and discussion are294

in the same section. As it is part of a discussion it does not need to be supported by references other than295

the logical assumptions presented in the argument based on the background knowledge of both HMM296

and NN.297

Comment 5298

"When presenting the HMM, ANN and CNN the explanations vary wildly in depth, with the CNN being299

very in depth. A similar level of explanation should be provided throughout. None of the presented300

background methods is explained how is used in the context of speech recognition specifically. The301

metaphor of the human brain to explain a neural network is trite in this point in time, and does more harm302

than good since the differences between a brain and a NN are much more than the superficial similarities.303

The historical overview of the methods used lacks a clear narrative. There is a vague progression between304

different architectures and methodologies used, but it could be highlighted even more, and a timeline305

following the accompanying graph could be put forward. Lines 143 to 146 describing the initial failure of306

ANNs and the introduction of backpropagation should be rewritten making clear what the problem with307

ANNs was and how backprop solved it".308

Adjustments:309

We have tried to adjust the narrative path, thus we don’t agree with the reviewer about the comparison310

11



because we think that it gives more depth, also we don’t know what was intended with comment about311

back propagation.312
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