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Abstract
Most existing work on t-way testing has focused on 2-way (or pairwise) testing, which aims to detect faults caused by interactions between any two parameters. However, faults can also be caused by interactions involving more than two parameters. In this paper, we generalize an existing strategy, called In-Parameter-Order (IPO), from pairwise testing to t-way testing. A major challenge of our generalization effort is dealing with the combinatorial growth in the number of combinations of parameter values. We describe a t-way testing tool, called FireEye, and discuss design decisions that are made to enable an efficient implementation of the generalized IPO strategy. We also report several experiments that are designed to evaluate the effectiveness of FireEye.

1. Introduction
One approach to software testing is combinatorial testing, which creates test suites by selecting values for input parameters and by combining these parameter values. For a system with n parameters, each of which has d values, the number of all possible combinations of values of these parameters is \(d^n\). Due to resource constraints, it is nearly always impossible to exhaustively test all of these combinations of parameter values. Thus, a strategy is needed to select a subset of these combinations. One such strategy, called t-way testing, requires every combination of any t parameter values to be covered by at least one test, where t is referred to as the strength of coverage and usually takes a small value. The notion of t-way testing can substantially reduce the number of tests. For example, a system of 20 parameters that have 10 values each requires \(10^{20}\) tests for exhaustive testing, but as few as 180 tests for 2-way (or pairwise) testing [6]. We can consider each combination of parameter values to represent one possible interaction among these parameters. The rationale behind t-way testing is that not every parameter contributes to every fault, and many faults can be exposed by interactions involving only a few parameters.

To illustrate the concept of t-way testing, consider an elementary software system consisting of three Boolean parameters. Denote the two values of a Boolean parameter as 0 and 1. Fig. 1 shows a pairwise test set for this system. In the test set, each row represents a test, and each column represents a parameter (in the sense that each entry in a column is a value of the parameter represented by the column). It can be checked that each of the three pairs of columns, i.e., columns 1 and 2, columns 1 and 3, and columns 2 and 3, contains all four pairs of values of two Boolean parameters, i.e., \{00, 01, 10, 11\}. If all failures of the system are triggered by faulty interactions between at most two parameters, this test set would allow all the failures to be detected. Note that an exhaustive test set for this system would consist of \(2^3 = 8\) tests.

![Figure 1. A 2-way test set for 3 boolean parameters](image-url)

Existing work on t-way testing has mainly focused on pairwise testing, which aims to detect faults that are caused by interactions between any two parameters. However, faults can also be caused by interactions involving more than two parameters [10][11]. In order to effectively detect those faults, it is necessary to enable a higher strength of coverage. In this paper, we generalize an existing strategy, called In-Parameter-Order (or IPO), from pairwise testing to general t-way testing. The resulting strategy is referred to as In-Parameter-Order-General (or IPO). A major challenge of our generalization effort is dealing with the combinatorial growth in the number of combinations of parameter-values. We describe a t-way testing tool called FireEye, and discuss design decisions that are made to enable an efficient implementation of the IPOG strategy. We also report several experiments that were conducted to evaluate the effectiveness of FireEye. In particular, we conducted an experiment that compared FireEye to several existing tools. The result of this experiment indicates that FireEye performed significantly better than the other tools for a real-life application.

The remainder of the paper is organized as follows. Section 2 briefly reviews existing work on t-way testing. Section 3 describes the IPOG strategy. An algorithm that implements the IPOG strategy is also presented in Section 3. Section 4 describes the FireEye tool, and discusses several key design decisions. Section 5 reports the design
and the results of the experiments. Section 6 provides concluding remarks and our plan for further work.

2. Related Work

Cohen et al. proposed a strategy, called Automatic Efficient Test Generator (or AETG), which constructs a test set by repeatedly adding one test at a time until all the combinations of parameter values are covered [4][5]. A greedy algorithm is used to construct the tests such that each test covers as many uncovered combinations as possible. Several variants of this strategy have been reported in the literature [2][17]. These variants share the same framework as AETG but use different heuristics for the greedy construction of each test [6]. In [13][16], we proposed the IPO strategy, which builds a pairwise test set for the first two parameters, extends the test set to cover the first three parameters, and continues to extend the test set until it builds a pairwise test set for all the parameters. Covering one parameter at a time allows the IPO strategy to achieve a lower order of complexity than AETG. Most recently, heuristic search techniques such as hill climbing and simulated annealing have been applied to multi-way testing [6]. Unlike AETG and IPO, which builds a test set from scratch, heuristic search techniques start from a pre-existing test set and then apply a series of transformations to the test set until a test set is reached that covers all the combinations. Heuristic search techniques can produce smaller test sets than AETG and IPO, but they typically take longer to complete.

In addition to computational approaches, algebraic approaches have also been reported. These approaches construct test sets using pre-defined rules. Some algebraic approaches compute test sets directly by a mathematical function. These approaches are generally extensions of the mathematical methods for constructing orthogonal arrays [1][14]. Informally, an orthogonal array of strength $t$ requires that every possible combination of any $t$ columns be covered exactly once. Therefore, an orthogonal array can be considered as an optimal $t$-way test set if we consider each row to represent a test and each column to represent a parameter. Other algebraic approaches are based on the idea of recursive construction, which allows larger test sets to be constructed from smaller ones [8][18].

Computational and algebraic approaches have their own advantages and disadvantages. Computational approaches can be applied to arbitrary system configurations, but they can be expensive as they involve explicit enumeration and there can be a large number of combinations to be enumerated. The computations involved in algebraic approaches are typically lightweight, and in some cases, algebraic approaches can produce optimal test sets. However, algebraic approaches often impose restrictions on the system configurations to which they can be applied.

Finally, many empirical studies have been reported on assessing the fault detection effectiveness of $t$-way testing. In [3], Burr and Young showed that pairwise testing achieves higher block and decision coverage than traditional methods for a commercial email system. In [7], Dalal et al. applied $t$-way testing to a telephone software system and showed that several faults can only be detected under certain combinations of input parameters. In [10][11], Kuhn et al. studied the actual faults in several software projects, and found that all the known faults are caused by interactions among 6 or fewer parameters.

3. The IPOG Strategy

In this section, we present the IPOG strategy. Our motivation for generalizing the IPO strategy is two-fold. First, we want to develop a testing strategy that can be applied to general software applications. Thus, the strategy should put no restrictions on the system configuration under test. This consideration favors computational approaches over algebraic approaches. (Recall from Section 2 that the former can be applied to an arbitrary system configuration, while the latter often has restrictions on the system configurations to which they can be applied.) Second, general $t$-way testing has a more stringent demand on the time and space requirements than pairwise testing. This is because the number of combinations grows exponentially as the strength of coverage increases. This consideration favors the IPO strategy over other strategies such as AETG and heuristic search techniques. We also note that the IPO strategy is deterministic, i.e., it always produces the same test set for the same system configuration.

The framework of the IPOG strategy can be described as follows: For a system with $t$ or more parameters, the IPOG strategy builds a $t$-way test set for the first $t$ parameters, extends the test set to build a $t$-way test set for the first $t + 1$ parameters, and then continues to extend the test set until it builds a $t$-way test set for all the parameters. (The parameters can be in an arbitrary order.) The extension of an existing $t$-way test set for an additional parameter is done in two steps:

- **horizontal growth**, which extends each existing test by adding one value for the new parameter;
- **vertical growth**, which adds new tests, if needed, to the test set produced by horizontal growth.

Fig. 2 shows a test generation algorithm called IPOG-Test that implements this framework. The algorithm takes as input an integer $t$ and a set $ps$ of parameters, and produces as output a $t$-way test set for the parameters in set $ps$. It is assumed that the number $n$ of parameters in set $ps$ is greater than or equal to $t$. Fig. 3 shows an application of algorithm IPOG-Test to an example system for 3-way testing. This
Algorithm IPOG-Test (int t, ParameterSet ps)
{
1. initialize test set ts to be an empty set
2. denote the parameters in ps, in an arbitrary order, as P_1, P_2, ..., and P_n
3. add into test set ts a test for each combination of values of the first t parameters
4. for (int i = t + 1; i <= n; i++)
5.   let \( \pi \) be the set of \( t \)-way combinations of values involving parameter \( P_i \)
   and \( t-1 \) parameters among the first \( i-1 \) parameters
6.   // horizontal extension for parameter \( P_i \)
7.   for (each test \( \tau = (v_1, v_2, ..., v_{i-1}) \) in test set ts) {
8.       choose a value \( v_i \) of \( P_i \), and replace \( \tau \) with \( \tau' = (v_1, v_2, ..., v_{i-1}, v_i) \) so that \( \tau' \) covers the
       most number of combinations of values in \( \pi \)
9.       remove from \( \pi \) the combinations of values covered by \( \tau' \)
10.   }
11.   // vertical extension for parameter \( P_i \)
12.   for (each combination \( \sigma \) in set \( \pi \)) {
13.      if (there exists a test that already covers \( \sigma \)) {
14.          remove \( \sigma \) from \( \pi \)
15.      } else {
16.          change an existing test, if possible, or otherwise add a new test
           to cover \( \sigma \) and remove it from \( \pi \)
17.      }
18.   }
19.}
20. return ts;
}

Figure 2: Algorithm IPOG-Test

The algorithm IPOG-Test begins by initializing test set \( ts \) to be empty (line 1), and by putting the input parameters into an arbitrary order (line 2). Note that test set \( ts \) will be used to hold the resulting test set. Next, the algorithm builds a \( t \)-way test set for the first \( t \) parameters. This is trivially done by adding into test set \( ts \) a test for every combination of the first \( t \) parameters (line 3). In Fig. 3, the 3-way test set built for the first three parameters is shown in part (a), which contains all the 8 possible combinations of the first three parameters, i.e., \( P_1, P_2, \) and \( P_3 \).

If the number \( n \) of parameters is greater than the strength \( t \) of coverage, the remaining parameters are covered, one at each iteration, by the outermost for-loop (line 4). Let \( P_i \) be the parameter that the current iteration is trying to cover. We first compute the set \( \pi \) of combinations that must be covered in order to cover parameter \( P_i \) (line 5). Covering parameter \( P_i \) means extending test set \( ts \) so that it becomes a \( t \)-way test set for parameters \( P_1, ..., P_{i-1}, \) and \( P_i \). Note that test set \( ts \) is already a \( t \)-way test set for parameters \( P_1, ..., P_{i-1}, \) and \( P_i \). Thus, we only need to cover all the \( t \)-way combinations involving \( P_i \) and any group of \( t-1 \) parameters among \( P_1, ..., P_{i-1}, \) which are the parameters that are already covered. For example, in Fig. 3, in order to cover \( P_4 \), we need to cover all the 3-way combinations of the following parameter groups, \( (P_1, P_2, P_4), (P_1, P_3, P_4), \) and \( (P_2, P_3, P_4) \). We will not list each of the combination in those parameter groups, as they can easily be enumerated. Instead, we only point out that each of these groups has 12 combinations. Thus, there are in total 36 combinations in the set \( \pi \) computed for Fig. 3.

The combinations in set \( \pi \) are covered in the following two steps:

- Horizontal growth: This step extends each of the existing tests by adding a value for parameter \( P_i \) (lines 7 - 10). These values are chosen in a greedy manner, i.e., at each step, the value chosen is one that covers the largest number of combinations in set \( \pi \) (line 8). Each time a value is added, the set of combinations covered due to this addition are removed from set \( \pi \) (line 9). For example, in Fig. 3, the 4th test is extended by adding the value 0 for \( P_4 \), which covers three combinations in set \( \pi \): \{(P1.0, P2.1, P4.0), (P1.0, P3.1, P4.0), (P2.1, P3.1, P4.0)\}.
P3.1, P4.0}). Here notation Pi.v indicates that v is a value of parameter Pi. Note that if the 4th test was extended by adding the value 1 for P4, it would only cover two combinations in set π: \{(P1.0, P2.1, P4.1), (P2.1, P3.1, P4.1)\}. The reason is that the combination (P1.0, P3.1, P4.1) was covered by the 2nd test and thus was removed from set π when the 2nd test was extended.

- **Vertical growth:** This step covers the remaining uncovered combinations, one at a time, either by changing an existing test or by adding a new test (line 16). When we change a test to cover a combination, only *don’t care* values can be changed. A *don’t care* value is a value that can be replaced by any value without affecting the coverage of a test set. If no existing test can be changed to cover σ, a new test needs to be added in which the parameters involved in σ are assigned the same value in σ and the other parameters are assigned *don’t care* values. For example, in Fig. 3, after horizontal growth, combination (P1.1, P2.0, P4.0) has not been covered yet. No existing test can be found such that it can be changed to cover this combination. Thus, we create a new test (P1.1, P2.0, P3.-, P4.0), which is the 9th test in part (c), to cover this combination, where “-” denotes a *don’t care* value. Also note that (P2.0, P3.1, P4.0) is another combination that was not covered either after horizontal growth. This combination can be covered by changing the value of P3 from “-” to 1 in the 9th test.

Now we consider the complexity of algorithm IPOG-Test. The space complexity is dominated by the storage of π (line 5) for covering each new parameter. Let n be the number of parameters and d the largest domain size of the parameters. The space requirement for π is \(O(d^t \times n^t - 1)\). The time complexity is dominated by horizontal extension. In Section 4, we describe a data structure for storing all the combinations. With this data structure, it takes \(O(1)\) time to determine whether or not a t-way combination is already covered, and it takes \(O(n^t - 1)\) time to determine the number of combinations covered by a test. Thus, it takes \(O(d \times n^t - 1)\) to determine which value of the new parameter covers the most t-way combinations. As shown in [5] and supported by the experiments in Section 5, the number of tests generated by algorithm IPOG-Test is in \(O(d^t \times \log n)\). Thus, the time complexity of horizontal extension, and that of the entire algorithm, is \(O(d^t + 1 \times n^t - 1 \times \log n)\).

![Figure 3. An illustration of algorithm IPOG-Test](image)

### 4. FireEye: A T-Way Testing tool

We built a t-way testing tool, called FireEye, which implements the IPOG strategy. FireEye is written in Java and consists of the following major components: (1) CombinatoricsHelper, which is a utility class that is responsible for all the computations related to combinatorics; (2) CombinationManager, which manages the combinations in a way such that they can be stored and checked efficiently; (3) TestEngine, which implements algorithm IPOG-Test; (4) TestGenerator, which drives the entire test generation process. FireEye also provides a graphic user interface (GUI) to facilitate the use of this tool. The GUI allows the user to create, edit, and inspect system configurations, to set up runtime options, and to view the resulting test sets.

Due to the combinatorial effect, the number of t-way combinations can be large. To enable an efficient implementation, these combinations must be managed carefully. In Section 4.1, we discuss how FireEye computes t-way combinations. In Section 4.2, we describe the data structure for storing these combinations in FireEye.

#### 4.1 Computing T-Way Combinations

In order to cover a new parameter, we first need to compute the set π of t-way combinations involving the new parameter and t-1 parameters that have already been covered (line 5 of Fig. 2). In the following, we consider a more general problem: How can we compute all n-way combinations of values of m parameters, where \(n \leq m)\? Conceptually, this problem needs to be solved in two steps. First, we generate all possible combinations of n parameters out of m parameters. Second, for each combination of n parameters, we enumerate all possible combinations of values of these n parameters. In the
remainder of this paper, we will refer to a combination of parameters as a parameter combination, and a combination of parameter values as a value combination.

One approach to generating combinations of \( n \) elements is to use a nested loop of \( n \) levels, each iterating through the possible values of each element. This approach can be applied to generate both \( n \)-way parameter combinations, with care given to avoid generating the same combination of parameters in different orders, and \( n \)-way value combinations. This approach, however, suffers from the problem that such a nested loop must be hard-coded. As described below, FireEye uses a generic approach that allows parameter and value combinations to be generated without hard-coding any loops\(^1\).

We first discuss how to generate parameter combinations. Center to our approach is the use of parameter vectors. A parameter vector has \( m \) dimensions, one for each parameter. Consider each parameter vector as representing a parameter combination as follows: Each dimension takes on a binary value, 0 or 1, which indicates whether the corresponding parameter is excluded or included, respectively, in the parameter combination. For example, assume that there are 5 parameters \{P0, P1, P2, P3, P4\}. Then a parameter vector 10101 represents a parameter combination \{P0, P2, P4\}. Thus, the problem of generating all the \( n \)-way parameter combinations is transformed to the problem of generating all the parameter vectors in which the number of 1s is exactly \( n \).

One naïve approach to solving the above problem is to enumerate all possible parameter vectors of \( m \) dimensions, and then filter out those in which the number of 1s is not \( n \). This enumeration can be accomplished as follows. Consider each vector to represent a numeric value, where each dimension represents a digit whose base is 2 and the significance of the digits decreases from left to right. Starting from a vector of all 0s, whose numeric value is 0, we can enumerate all the parameter vectors by repeatedly adding 1 until a vector of all 1s is reached. The addition of 1 to a vector can be done by setting the least significant digit whose value is 0 to 1 and changing all the digits that are less significant than g to 0. For example, let 00111 be a parameter vector. Observe that the third digit (from left) is the least significant digit whose value is 0. In order to add 1 to this vector, we change the third digit from 0 to 1, and set the last two digits to 0. Doing so results in a new vector 10100.

Instead of enumerating all possible parameter vectors and then filtering out invalid ones, FireEye implements a more efficient approach that only generates valid vectors, i.e., those in which the number of 1s is exactly \( n \). The framework of our approach is similar to that of the naïve approach, except for the following two differences. First, we start from a parameter vector in which the least significant \( n \) digits are set to 1, instead of the vector of all 0s. For example, let \( m = 5 \) and \( n = 3 \). Then, we start from 00111. Note that such a parameter vector is the smallest one, in terms of its numeric value, that consists of three 1s. Second, every time we derive a new parameter vector, we ensure that the number of 1s in the current vector is preserved. There are two cases to consider, depending on whether the last digit in the vector is 1 or 0.

- **Case 1:** If the last digit is 1, we find the least significant digit \( g \) that is 0 and is followed by 1. Then, we change \( g \) from 0 to 1 and the digit following \( g \) from 1 to 0. For example, assume that the current vector is 01011. Then, the third digit (from left) is the least significant digit that is 0 and is followed by 1. Thus, we generate the next parameter vector by changing the third digit from 0 to 1 and the fourth digit from 1 to 0, which produces 01101. Note that this new vector is the smallest one that is greater than the current vector, in terms of their numeric values, and that preserves the same number of 1s.

- **Case 2:** If the last digit is 0, we find the least significant digit \( g \) that is 0 and is followed by 1, which is similar to Case 1. At the same time, we count the number of 1s, say \( c \), that appear before \( g \). Then, we change \( g \) from 0 to 1, and set the digits that are less significant than \( g \) to 0, except for the last \( n - c - 1 \) digits, which are set to 1. For example, assume that the current vector is 10110. Then, the second digit (from left) is the least significant digit that is 0 and is followed by 1. Since the first digit is 1, \( c = 1 \). Thus, we generate the next parameter vector by changing the second digit from 0 to 1, and by setting the third and fourth digits to 0, and the last digit to 1, which results in 11001. Note that this new vector is the smallest one that is greater than the current vector, in terms of their numeric values, and that preserves the same number of 1s.

Next we discuss how to enumerate all possible value combinations for each parameter combination. Similar to the way we consider a parameter combination, we consider each value combination to represent a numeric value, where each dimension represents a digit whose base is the same as the domain size of the corresponding parameter and the significance of the digits decreases from left to right. Starting from a value combination of all 0s, whose numeric value is 0, we can enumerate all the value combinations by repeatedly adding 1 until we reach a value combination in which the value of each digit is its base.

---

\(^1\) We developed the described approach independently, but were made aware of [15] that provides a similar solution in the review process.
The addition of 1 to a value combination can be accomplished by incrementing the least significant digit \(g\) whose value is less than its base minus 1 and setting all the digits that are less significant than \(g\) to 0. For example, assume that there are three parameters \(P1, P2,\) and \(P3\), each having three values. Let 112 be a value combination of the three parameters. The second digit is the least significant digit whose value is less than its base minus 1. We can add 1 to this combination by incrementing the second digit and by setting the last digit to 0, which results in a new value combination 120.

### 4.2 Storing T-Way Combinations

In this section, we describe the data structure used by FireEye for storing \(t\)-way combinations. On the one hand, we want the storage to be as compact as possible. On the other hand, we want to be able to quickly determine whether or not a given combination has been covered, which is the most frequently performed operation in algorithm IPOG-Test.

![Figure 4. A two-level hierarchy for storing combinations](image)

As shown in Fig. 4, the data structure is a hierarchy of two levels. At the first level is an array of pointers, each of which represents one possible parameter combination and points to a bitmap at the second level. The pointers are indexed in such a way that for a given parameter combination, we can directly compute its index and thus locate the corresponding pointer quickly without having to search through the array. We use an example to illustrate the indexing scheme. Assume that there are 4 parameters, \(P0, P1, P2,\) and \(P3\). There are 4 combinations of 3 parameters out of the 4 parameters, and we index them in the following order: \((P0, P1, P2)\), \((P0, P1, P3)\), \((P0, P2, P3)\), and \((P1, P2, P3)\). The index of a given parameter combination \((P_i, P_j, P_k)\) can be computed using the following formula

\[
3 \times i + 2 \times (j - i - 1) + (k - j - 1) = \text{Index}
\]

For instance, the index of \((P0, P2, P3)\) is

\[
3 \times 0 + 2 \times (2 - 0 - 1) + (3 - 2 - 1) = 2
\]

This formula can be easily generalized to any number of parameters.

At the second level, each bitmap has one bit for each value combination. The bit value 0 indicates that the corresponding value combination has not been covered yet, and the value 1 indicates the corresponding value combination has already been covered. Again, we consider each value combination to represent a numeric value. The numeric value of a value combination is used to index the bit that corresponds to the combination.

In order to determine whether or not a given value combination is covered, we first find the pointer that points to the bitmap to which the value combination belongs. Then, we check the value of the bit corresponding to the combination in the bitmap. Both steps take constant time.

### 5. Experimental Results

Our experiments have two goals. First, we want to study the growth in the size of the test sets generated by algorithm IPOG-Test, as well as the time taken to produce those test sets, in terms of the strength of coverage, the number of parameters, and the domain size, respectively. Second, we want to compare the performance of FireEye to existing tools, both in terms of the size of the resulting test sets and the time taken to produce these test sets.

To accomplish the first goal, we applied FireEye to three series of system configurations. In the first series, the number of parameters is fixed to 10, the domain size of each parameter is fixed to 5, and the strength of coverage is varied from 2 to 6. In the second series, the strength of coverage is fixed to be 4, the domain size of each parameter is fixed to be 5, and the number of parameters is varied from 5 to 15. In the third series, the strength of coverage is fixed to be 4, the number of parameters is fixed to 10, and the domain size is varied from 2 to 10.

Tables 1, 2, and 3 show the experimental results for the three series of system configurations, respectively. The columns in the three tables are self-explanatory. Note that the execution times are shown in seconds, and all the results were collected using a laptop running Windows XP with 1.6 GHZ CPU and 1GB memory.

In [5], it was shown that the growth in the size of a test set is in \(O(d^t \log n)\), where \(t\) is the strength of coverage, \(d\) is the domain size, and \(n\) is the number of parameters. We performed curve fitting analysis on the sizes of the test sets in the three tables. The analysis showed that our experimental results were consistent with the theoretical results. In particular, we note that the number of tests in a \(t\)-way test grows very quickly as the strength of coverage \(t\) increases.

To accomplish the second goal, we identified the following existing tools that support \(t\)-way testing and are either open source or free for academic use: (1) Intelligent Test Case
(1) Handler (or ITCH), which is from IBM [19]; (2) Jenny, which is from www.burtleburtle.net [20]; (3) TConfig, which is from University of Ottawa [21]; and (4) Test Vector Generator (or TVG), which is from www.SourceForge.com [22]. Based on limited information available in the literature, ITCH implements a combination of several algebraic methods (the details of the combination are not known), and TConfig implements a recursive construction method. Both Jenny and TVG seem to implement a computational method, but the details of their algorithms are not clear. Note that all these tools are written in Java, except for Jenny, which is written in C.

<table>
<thead>
<tr>
<th>t-way</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>48</td>
<td>308</td>
<td>1843</td>
<td>10119</td>
<td>50920</td>
</tr>
<tr>
<td>Time</td>
<td>0.11</td>
<td>0.56</td>
<td>6.38</td>
<td>63.8</td>
<td>791.35</td>
</tr>
</tbody>
</table>

Table 1: Results for 10 5-value parameters for 2- to 6-way testing

We applied FireEye and the above tools to a Traffic Collision Avoidance System (TCAS) module. It implements part of an aircraft collision avoidance system specified by the Federal Aviation Administration, and has been used in other studies of software testing [9][12]. The TCAS module has twelve parameters: seven parameters have 2 values, two parameters have three values, one parameter has four values, and two parameters have 10 values. Table 4 shows the sizes of the test sets generated by each tool and the times taken to generate these test sets.

<table>
<thead>
<tr>
<th># of params</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>784</td>
<td>1064</td>
<td>1290</td>
<td>1491</td>
<td>1677</td>
<td>1843</td>
<td>1990</td>
<td>2132</td>
<td>2254</td>
<td>2378</td>
<td>2497</td>
</tr>
<tr>
<td>Time</td>
<td>0.19</td>
<td>0.45</td>
<td>0.92</td>
<td>1.8</td>
<td>3.58</td>
<td>6.38</td>
<td>10.83</td>
<td>17.52</td>
<td>27.3</td>
<td>41.71</td>
<td>61.26</td>
</tr>
</tbody>
</table>

Table 2: Results for 5 to 15 5-value parameters for 4-way testing

<table>
<thead>
<tr>
<th># of values</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>46</td>
<td>229</td>
<td>649</td>
<td>1843</td>
<td>3808</td>
<td>7061</td>
<td>11993</td>
<td>19098</td>
<td>28985</td>
</tr>
<tr>
<td>Time</td>
<td>0.16</td>
<td>0.547</td>
<td>1.8</td>
<td>6.33</td>
<td>16.44</td>
<td>38.61</td>
<td>83.96</td>
<td>168.37</td>
<td>329.36</td>
</tr>
</tbody>
</table>

Table 3: Results for 10 parameters with 2 to 10 values for 4-way testing

The execution times are shown in seconds, if not specified otherwise. The sizes of some test sets are not available, shown as NA, as their construction seems to take an excessive amount of time. In all cases, FireEye has performed better than the other tools, both in terms of the sizes of the test sets and the execution times. In several cases, FireEye has performed substantially better, especially for 5- and 6-way testing. If we compare FireEye to a particular tool, the extent to which FireEye outperformed increases as the strength of coverage increases.

6. Conclusion and Future Work

We consider t-way testing to be a very promising testing technique for several reasons. First, as a specification-based technique, it requires no knowledge about the implementation under test. Moreover, the specification required by t-way testing is lightweight, as a basic system configuration only needs to identify the input parameters and the possible values of each of those parameters. Second, t-way testing can be very effective for various types of applications. Kuhn et al. studied actual faults in several industrial applications, showing that all the known faults in these applications are caused by up to 6-way interactions [11]. Finally, test input generation for t-way testing can be automated as a push-button feature, which is a key to industrial acceptance.
We are continuing our work in the following directions. First, the IPOG strategy needs to explicitly enumerate all possible combinations. When the number of combinations is large, explicit enumeration can be prohibitive. We are developing techniques to reduce the number of combinations that are enumerated. Second, we are extending algorithm IPOG-Test to support parameter relations and constraints. Parameter relations are used to avoid exercising combinations between parameters that do not interact with each other. Parameter constraints are used to exclude combinations that are not meaningful from the domain semantics. Finally, t-way testing can generate a large number of tests, which makes it impractical to manually execute the tests and evaluate their results. We plan to integrate our test generation tool with other tools to automate the entire testing process, i.e., including test generation, test execution, and test evaluation.
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