11 Networked Control Systems

SOLUTION 11.1
Matrix ExponentialThe exponential ofd, denote bye or exp(A), is then x n matrix given by the power

series
o0 1
A _ k
et = E _k:!A .
k=0

The above series always converges, so the exponentidli®fvell defined. Note that ifi is al x 1 matrix,
the matrix exponential ofl is al x 1 matrix consisting of the ordinary exponential of the sigelaiment ofA.

Thus we have that
A C[roo], o 1] [r 1
e_‘”“4_{01+00_01’
sinced « A = 0.

We can finde# via Laplace transform as well. As we know that the solutiothtosystem linear differential
equations given by

Su() = Ay(), y(0) = wo,

y(t) = eyo.
Using the Laplace transform, letting(s) = £{y}, and applying to the differential equation we get

sY(s) —yo =AY (s) = (sI — A)Y(s) =y,
wherel! is the identity matrix. Therefore,
y(t) = L7H(sT = A) " Jyo.

Thus, it can be concluded that
M= L7H(sI - A7},

from this we can fing* by settingt = 1. Thus we can have
1 1
At p—1 T R | 5 2 _ u(t) tu(t)
et = e g 5= )

We obtain the same result as before if we ingett 1 into previous equation.

SOLUTION 11.2
Stability The eigenvalue equations for a matdxs

dv— =0,

which is equivalent to
(- A)v=0,

wherel! is then x n identity matrix. It is a fundamental result of linear algalihat an equatiod/v = 0
has a non-zero solution if and only if the determinandet()/) of the matrix M is zero. It follows that the
eigenvalues o are precisely the real numbexghat satisfy the equation

det(® — A\I) = 0.
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The left-hand side of this equation can be seen to be a polahdumction of variableX. The degree of this
polynomial isn, the order of the matrix. Its coefficients depend on the estdf ®, except that its term of
degreen is always(—1)"\". For example, lef> be the matrix

200
o=10 3 4
0 4 9
The characteristic polynomial d@f is
200 1 00 2—-X 0 0
det(® —AI)=det | {0 3 4| —A|0 1 O | =det| O 3—-X 4 ,
0 4 9 0 1 0 0 9-2AX

which is
(2=N[B=XN)(9—)) —16] =22 — 35\ + 1422 — X3

The roots of this polynomial are 2, 1, and 11. Indeed thes¢harenly three eigenvalues @&, corresponding
to the eigenvector., 0,0]’, [0, 2, —1]’, and[0, 1, 2]".

Given the matrix® = diag([-1.01,1,—0.99]), we plot following image, in which we can distinguish
stable, asymptotical stable and instable state.

Figure 11.2.1: The stability, asymptotical stability andtability.

SOoLUTION 11.3

Modeling
The dynamic for the state vector using Cartesian velogityy, v., v,,w), is given by:

T = v,
Y =uy
Up = —WUy
Uy = Wiy
w=20.

92



