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## Homework \# 3

Numbers below refer to problems in Horn, Johnson "Matrix analysis." A number 1.1.P.2 refers to Problem 2 in Section 1.1.

In the problems involving Matlab programming: Write a general function that works for any matrix (subject to the limitations specified in the problem). Print and attach to your solutions the code for this function. Illustrate the performance of the function when applied to a matrix of your choice.

1. (2.1.P3) Given real parameters $\theta_{1}, \theta_{2}, \ldots, \theta_{n}$, show that

$$
U=\operatorname{diag}\left(e^{j \theta_{1}}, e^{j \theta_{2}}, \ldots, e^{j \theta_{n}}\right)
$$

is unitary. Show that every diagonal unitary matrix has this form.
2. (2.1.P23) Let $A \in M_{n}$, let $A=Q R$ be a QR factorization, let $R=\left[r_{i j}\right]$, and partition $A, Q$ and $R$ according to their columns: $A=\left[a_{1} \ldots a_{n}\right], Q=$ $\left[q_{1} \ldots q_{n}\right]$ and $R=\left[r_{1} \ldots r_{n}\right]$. Explain why $|\operatorname{det} A|=\operatorname{det} R=\prod_{i=1}^{n} r_{i i}$ and why $\left\|a_{i}\right\|_{2}=\left\|r_{i}\right\|_{2} \geq r_{i i}$ for each $i=1, \ldots, n$, with equality for some $i$ if and only if $a_{i}=r_{i i} q_{i}$. Conclude that $|\operatorname{det} A| \leq \prod_{i=1}^{n}\left\|a_{i}\right\|_{2}$, with equality if and only if either
(a) some $a_{i}=0$ or
(b) $A$ has orthogonal columns.

This is Hadamard's inequality.
3. Show that a Householder matrix $U_{w}$ acts as the identity on the subspace $w^{\perp}$ and that it acts as a reflection on the one-dimensional subspace spanned by $w$; i.e., that $U_{w} x=x$ if $x \perp w$ and $U_{w} w=-w$.
4. Derive and describe an algorithm that finds the QL decomposition of a real valued matrix $A \in M_{n, m}, n \geq m$ using at most $m$ Householder transformations, and implement the algorithm in Matlab.

The QL decomposition is $A=Q L$, where $Q \in M_{n, m}$ has orthonormal columns and $L \in M_{n}$ is lower triangular.
5. (2.2.P1) Solve the following problem and implement the method in Matlab.

Let $A=\left[a_{i j}\right] \in M_{n}(\mathbb{R})$ be symmetric but not diagonal, and choose indices $i, j$ with $i<j$ such that $\left|a_{i j}\right|=\max \left\{\left|a_{p q}\right|: p<q\right\}$. Define $\theta$ by $\cot (2 \theta)=$ $\left(a_{i i}-a_{j j}\right) / 2 a_{i j}$, let $U(\theta ; i, j)$ be the plane rotation (Ex. 2.1.11) (2.2.3 in the
old book), and let $B=U(\theta ; i, j)^{T} A U(\theta ; i, j)=\left[b_{p q}\right]$. Show that $b_{i j}=0$, $\sum_{p, q=1}^{n}\left|b_{p q}\right|^{2}=\sum_{p, q=1}^{n}\left|a_{p q}\right|^{2}$, and

$$
\sum_{p \neq q}\left|b_{p q}\right|^{2}<\sum_{p \neq q}\left|a_{p q}\right|^{2}
$$

Explain why a sequence of real orthogonal similarities via plane rotations chosen in this way (at each step, do a plane rotation that annihilates a largest-magnitude off-diagonal entry) converges to a diagonal matrix whose diagonal entries are the eigenvalues of $A$. How con corresponding eigenvectors be obtained as a by-product of this process? This is Jacobi's method for calculating the eigenvalues of a real symmetric matrix. In practical implementations, it's possible (and preferable) to avoid the calculation of trigonometric functions; see Golub and Van Loan (1996), however this is not necessary in your implementation.
6. What is wrong with the following argument?
"Since $p_{Q}\left(\lambda_{i}\right)=0$ for every eigenvalue $\lambda_{i}$ of $A \in M_{n}$, and since the eigenvalues of $p_{A}(A)$ are $p_{A}\left(\lambda_{1}\right), p_{A}\left(\lambda_{2}\right), \ldots, p_{A}\left(\lambda_{n}\right)$, all eigenvalues of $p_{A}(A)$ are 0 . Therefore, $p_{A}(A)=0$."
Give an example to illustrate the fallacy in the argument.
7. (2.4.P2, part) Show that the rank of an upper triangular matrix is at least as large as the number of its nonzero main diagonal entries.
For an arbitrary $A \in M_{n}$, show (using Shur's theorem) that the rank of $A$ is not less than the number of nonzero eigenvalues of $A$. Also, provide an example $A$ where the rank is higher than the number of non-zero eigenvalues.
8. Show that every unitary, Hermitian, and skew-Hermitian matrix is normal. Verify that $A=\left[\begin{array}{cc}1 & e^{j \pi / 4} \\ -e^{j \pi / 4} & 1\end{array}\right]$ is normal but that no scalar multiple of $A$ is unitary, Hermitian, or skew-Hermitian.
9. (3.1.P5) Explain why every Jordan block $J_{k}(\lambda)$ has a one-dimensional eigenspace associated with the eigenvalue $\lambda$. Conclude that $\lambda$ has geometric multiplicity 1 and algebraic multiplicity $k$, as en eigenvalue of $J_{k}(\lambda)$.
10. (3.2.P6) The linear transformation $d / d t: p(t) \rightarrow p^{\prime}(t)$ acting on the vector space of all polynomials with degree at most 3 has the basis representation

$$
\left[\begin{array}{llll}
0 & 1 & 0 & 0 \\
0 & 0 & 2 & 0 \\
0 & 0 & 0 & 3 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

in the basis $B=\left\{1, t, t^{2}, t^{3}\right\}$. What is the Jordan canonical form of this matrix?

