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DD2421 Maskininlarning 7,5 hp

Machine Learning

Faststallande

Skolchef vid EECS-skolan har 2020-04-21beslutat att faststélla denna kursplan att gilla fran
och med HT 2020, diarienummer: J-2020-0642.

Betygsskala
A,B,C,D,E, FX, F

Utbildningsniva

Avancerad niva

Huvudomraden
Datalogi och datateknik

Sarskild behorighet

Slutforda kurser i samtliga foljande @amnen:

» flervariabelanalys motsvarande SF1626

« sannolikhetsliara och statistik motsvarande
SF1912/SF1914/SF1915/SF1916/SF1920/SF1921/SF1922/SF1923/SF1924

« programmering motsvarande DD1337/DD1310/DD1312
« algoritmer och datastrukturer motsvarande DD1338/DD1320/DD1321/DD1325.
Den som uppfyller sarskilda behorighetskraven till masterprogrammet i maskininlarning

anses uppfylla ovanstaende krav.

Aktivt deltagande i kursomgang vars slutexamination dnnu inte dr Ladokrapporterad jam-
stills med slutford kurs. Detta giller endast for student som ar forstagangsregistrerad pa
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den behorighetsgivande kursomgangen eller har bade denna och den sokta kursomgangen i
sin individuella studieplan.

Undervisningssprak

Undervisningssprak anges i kurstillfallesinformationen i kurs- och programkatalogen.

Larandemal

Efter godkind kurs ska studenten kunna
« beskriva de viktigaste algoritmerna och teorin som utgor grunden for maskininlarning och
berdkningsintelligens
« forklara principen for maskininlarning och hur algoritmerna och metoderna kan anviandas
« diskutera fordelar med och begransningar hos maskininlarning for olika tillampningar

i syfte att kunna identifiera och tillampa lamplig maskininlarningsteknik for klassificering,
monsterigenkanning, regression och beslutsproblem.

Kursinnehall

Kursen vander sig till studenter pa avancerad- och forskarniva i datalogi och liknande fack
som ingenjorsvetenskap och statistik. Kursen behandlar fragan hur datorn kan lara sig
fran tidigare erfarenheter. Den ger en 6versikt 6ver maskininlarningsomradet och beskriver
ett antal inlarningsparadigm, algoritmer, teoretiska resultat och tillampningar. Kursen be-
handlar de grundlaggande begreppen i statistik, artificiell intelligens, informationsteori och
sannolikhetslara som ar relevanta for maskininlarning.

Foljande amnen behandlas i detalj:

« narmaste-granne klassificerare
» beslutstrad

» bias och varians trade-off

e regression

« probabilistiska metoder

» Bayesiansk inlarning

« support-vektor maskiner

- artificiella neuronnat

« ensemble metoder
 dimensionalitetsreduktion

« underrumsmetoder.

Examination
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« TEN1 - Tentamen, 4,0 hp, betygsskala: A, B, C, D, E, FX, F
» LAB1 - Laborationer, 3,5 hp, betygsskala: P, F

Examinator beslutar, baserat pa rekommendation fran KTH:s handlaggare av stod till stu-

denter med funktionsnedsattning, om eventuell anpassad examination for studenter med
dokumenterad, varaktig funktionsnedsattning.

Examinator far medge annan examinationsform vid omexamination av enstaka studenter.

Nar kurs inte langre ges har student mgjlighet att examineras under ytterligare tva lasar.

Tentamen ar skriftlig.

Etiskt forhallningssatt

« Vid grupparbete har alla i gruppen ansvar for gruppens arbete.

« Vid examination ska varje student arligt redovisa hjalp som erhallits och kallor som
anvants.

« Vid muntlig examination ska varje student kunna redogora for hela uppgiften och hela
losningen.
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