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ID2223 Skalbar maskininlarn-
ing och djupinlarning 7,5 hp

Scalable Machine Learning and Deep Learning

Faststallande
Kursplan for ID2223 giller fran och med HT18

Betygsskala
A B,CD,E FX, F

Utbildningsniva

Avancerad niva

Huvudomraden
Datalogi och datateknik

Sarskild behorighet

Undervisningssprak

Undervisningssprak anges i kurstillfallesinformationen i kurs- och programkatalogen.

Larandemal

Kursen behandlar fundamenta inom distribuerade maskininlarningsalgoritmer och funda-
menta inom deep learning. Vi tacker grunderna i maskininlarning och introducerar tekniker
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och system som later maskininlarningsalgoritmer bli effektivt parallelliserade. Kursen kom-
pletterar kurser inom maskininlarning och distribuerade system, med fokus pa bade am-
net deep learning och pa gransomradet mellan distribuerade system och maskininlarning.
Kursen forbereder studenter for examensarbetet, och dven for forskarstudier inom omradet
data science och distribuerad databehandling.

Huvudmalet med denna kurs att ge studenterna en solid grund for att forsta storskaliga
maskininlarningsalgoritmer, speciellt deep learning, och tillimpningsomraden for dessa.

Efter avklarad kurs, kommer studenterna att
« kunna aterimplementera en klassisk maskininlarningsalgoritm som till exempel en
skalbar maskininlarningsalgoritm

« kunna designa och trina ett lagrat neuronnat

- tillampa ett tranat lagrat neuronnit for att gora anvandbara prediktioner eller klassifika-
tioner i ett tillampningsomrade

« kunna forklara prestandaavvagningar vid parallellisering av maskininlarningsalgoritmer
liksom begransningar i olika natverksmiljoer

« kunna identifiera lampliga distribuerade maskininlarningsalgoritmer for att effektivt losa
klassificerings- och monsterigenkanningsproblem.

Kursinnehall
Amnen:

« Maskininlarningsalgoritmer
« Skalbara ramverk for att parallellisera maskininlarningsalgoritmer

« Distribuerade maskininlarningsalgoritmer, som t.ex. distribuerad linjar regression och
distribuerad logistisk regression

« Linjar algebra, sannolikhetsteori och numeriska berakningar

« Djupa neuronnitverk

» Regularisering och optimering vid traning av djupa neuronnatverk
» Sekvensmodellering

« Tillimpningar av deep learning

Kurslitteratur

Material fran kursen hamtas fran aktuella forskningspublikationer samt dven fran denna
kursbok:

Deep Learning, Yoshua Bengio, Ian Goodfellow and Aaron Courville, MIT Press.

Examination
« TEN1 - Tentamen, 4,5 hp, betygsskala: A, B, C, D, E, FX, F
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« LAB1 - Programmeringsuppgifter, 3,0 hp, betygsskala: P, F

Examinator beslutar, baserat pa rekommendation fran KTH:s handliaggare av stod till stu-

denter med funktionsnedsattning, om eventuell anpassad examination for studenter med
dokumenterad, varaktig funktionsnedsattning.

Examinator far medge annan examinationsform vid omexamination av enstaka studenter.

Nar kurs inte langre ges har student mojlighet att examineras under ytterligare tva lasar.

Skriftlig tentamen. Laborativa uppgifter.

Etiskt forhallningssatt

« Vid grupparbete har alla i gruppen ansvar for gruppens arbete.

« Vid examination ska varje student arligt redovisa hjalp som erhallits och kallor som
anvants.

« Vid muntlig examination ska varje student kunna redogora for hela uppgiften och hela
I6sningen.
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