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IL2230 Hardvaruarkitekturer
for djupinlarning 7,5 hp

Hardware Architectures for Deep Learning

Faststallande

Kursplanen giller fran och med HT 2021 enligt skolchefsbeslut: J-2021-0346.Beslutsdatum:
2021-04-15

Betygsskala
AB,CD,E FX, F

Utbildningsniva

Avancerad niva

Huvudomraden
Elektroteknik, Datalogi och datateknik

Sarskild behorighet

« Kunskaper i digitalteknik, 7,5 hp, motsvarande slutford kurs IE1204.

« Kunskaper om mikroprocessorers uppbyggnad och instruktionsexekvering, 7,5 hp,
motsvarande slutférd kurs IS1200.

 Kunskaper och fardigheter i programmering, 6 hp, motsvarande slutford kurs
DD1310/DD1311/DD1312/DD1314/DD1315/DD1316/DD1318/DD1331/DD100N/ID1018.

« Kunskaper i hardvaruteknik, 7,5 hp, motsvarande slutford kurs IS2202/IL2225/11.2236.

 Kunskaper i digital hardvarudesign i HDL, 7,5 hp, motsvarande slutford kurs
IL1331/1L2203.
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Aktivt deltagande i kursomgang vars slutexamination dnnu inte dr Ladokrapporterad jam-
stills med slutford kurs.

Den som ar registrerad anses vara aktivt deltagande.

Med slutexamination avses bade ordinarie examination och det forsta omexamination-
stillfallet.

Undervisningssprak

Undervisningssprak anges i kurstillfallesinformationen i kurs- och programkatalogen.

Larandemal

Efter godkiand kurs ska studenten kunna

« beskriva och forklara grundlaggande neurala natverk och djupinlarningsalgoritmer och
deras relationer

« forklara och motivera designutrymmet for hardvara for djupinlarningsalgoritmer

« valja och tillampa en lamplig djupinlarningsalgoritm for att 16sa verkliga problem med
artificiell intelligens i inbyggda system

- analysera och utvirdera alternativ for programvaruimplementering for djupinlarningsal-
goritmer

« foresla och motivera en implementeringsarkitektur for tillampningar med djupinlarning
iinbyggda resursbegransade system

« diskutera och kommentera nya hardvaruimplementeringsarkitekturer for djupinlarning
och nya hjarnliknande datorsystemarkitekturer som utnyttjar nya enheter och nya koncept

i syfte att

- forstd nodvandigheten, betydelsen och potentialen for att accelerera djupa inlarningsal-
goritmer med lag stromforbrukning genom specialiserade hardvaruarkitekturer

« diskutera, foresla och utviardera specialiserade hardvaruarkitekturer for att implementera
djupa inldarningsalgoritmer eller utnyttja djupa inlarningskoncept i resursbegransade pal-
itliga system.

Kursinnehall

Kursen bestar av tvd moduler. Modul I introducerar grundlaggande kunskaper i maskinin-
larning och algoritmer for djupinlarning. Modul II fokuserar pa specialiserade hardvaruim-
plementeringsarkitekturer for djupinlarningsalgoritmer och nya hjarnliknande datorsys-
temarkitekturer. Forutom att presentera relevant informativ kunskap innehéller kursen
laboratorie- och projektuppgifter for att skapa forstaelse for de relaterade algoritmerna, att
tillampa algoritmerna for att ta itu med verkliga problem och att kontrastera och utviardera
alternativa implementeringsarkitekturer med avseende pa prestanda, kostnad och tillforlit-
lighet.

Modul I: Algoritmer for djupinlarning
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Modul I introducerar grundlaggande maskininlarningsalgoritmer, grundlaggande neurala
natverksalgoritmer och algoritmer for djupinlarning. Fran ett antal maskininlarningsal-
goritmer introducerar denna modul de algoritmer som linjar regression, polynomregres-
sion, logistisk regression, som ar fundamentala och mest relevanta for neurala natverk.

For neurala natverk tittar vi pa perceptronen, multi-lager-perceptroner och i synnerhet
back-propagationalgoritmen. Efter att ha gatt igenom grunderna i traditionell statistisk
inlarning, maskininlarning och neurala natverk, diskuterar denna modul vidare exempel pa
djupinlarningsalgoritmer, specifikt Convolutional Neural Networks (CNN) och Recurrent
Neural Networks (RNN).

Modul IT: Arkitekturer specialiserade pa djupinlarning

Modul IT undersoker specialiserade hardvarubaserade implementeringsarkitekturer for
djupinlarningsalgoritmer. Fran ett brett spektrum av potentiella hardvaruarkitekturer pre-
senteras designalternativen GPGPU:er, domanspecifika processorer, FPGA/ASIC-baser-
ade acceleratorer, tillsammans med deras fordelar och nackdelar. I synnerhet kommer
begransningar och designalternativ for att anvanda djupinlarningalgoritmer i inbyggda
resursbegriansade system att diskuteras. Dessutom kommer denna modul att diskutera nya
arkitekturer inom djupinlarning for datorsystemdesign, sasom hjarninspirerad datorsys-
temarkitekturer. En fallstudie med analys, utvardering och tillampning av en djupinlarn-
ingsarkitektur kommer att genomforas.

Examination

« TEN1 - Skriftlig tentamen, 4,5 hp, betygsskala: A, B, C, D, E, FX, F
» LAB1 - Laborationer, 3,0 hp, betygsskala: P, F

Examinator beslutar, baserat pa rekommendation fran KTH:s handliaggare av stod till stu-
denter med funktionsnedsattning, om eventuell anpassad examination for studenter med
dokumenterad, varaktig funktionsnedsattning.

Examinator fir medge annan examinationsform vid omexamination av enstaka studenter.

Nar kurs inte langre ges har student mojlighet att examineras under ytterligare tva lasar.

Etiskt forhallningssatt

« Vid grupparbete har alla i gruppen ansvar for gruppens arbete.

« Vid examination ska varje student arligt redovisa hjalp som erhallits och kallor som
anvants.

« Vid muntlig examination ska varje student kunna redogora for hela uppgiften och hela
l6sningen.
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