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SF2930 Regressionsanalys 7,5
hp

Regression Analysis

Faststallande

Skolchef vid SCI-skolan har 2022-02-24 beslutat att faststilla denna kursplan att gélla fran
och med VT 2022, diarienummer: S-2022-0529

Betygsskala
AB,CD,E FX, F

Utbildningsniva

Avancerad niva

Huvudomraden
Matematik

Sarskild behorighet

 Engelska B/Engelska 6
« Slutford grundkurs i numerisk analys (SF1544, SF1545 eller motsvarande)
« Slutford grundkurs i sannolikhetsteori och statistik (SF1922, SF1914 eller motsvarande)

Undervisningssprak

Undervisningssprak anges i kurstillfallesinformationen i kurs- och programkatalogen.
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Larandemal

For att bli godkand pa kursen skastudenten kunna:

« Formulera och tillimpa statistisk regressionsteori
« Formulera och tillimpa avancerade metoder inom statistisk regressionsmodellering

« Designa och implementera avancerade metoder inom regressionsanalys for tillampningar

Kursinnehall

Kursen borjar med modellanpassning, inferens och prediktion for enkla och multipla lin-
jara regressionsmodeller. Sarskild uppmarksamhet dgnas at diagnostiska strategier som ar
viktiga komponenter for bra modellpassning. Ytterligare amnen inkluderar transformer och
viktningar for att korrigera modellbrister, multikollinearitet -problemet, variabelselektion
och modellbyggnadsteknik. Senare i kursen presenteras nagra generella strategier for regres-
sionsmodellering med sarskild inriktning pa de generaliserade linjaira modellerna (GLM)
med hjalp av exemplen med binira och andra kategoriska responsvariabler.

Eftersom insamling av hogdimensionella data, med storleksordningen mycket storre dn vad
som kravs for den klassiska regressionsteorin, 4r numera en regel snarare dn undantag
(t.ex. inom informationsteknologi, finans, genetik och astrofysik, for att bara namna na-
gra), presenteras regression metoder som tillgodoser sddan data. Tyngdpunkten ligger pa
regulariseringsmetoder (Ridge, Lasso- och Elastic-Net regression), liksom metoder som an-
vander harledda inmatningsriktningar (principalkomponentsregression och partiell mins-
ta-kvadrat) som gor det mojligt att dampa statistisk variation i h6gdimensionella skattnings-
och prediktions problem.

Ett antal statistiska inlarningsmetoder med fokus pa datorbaserade/datorintensiva algorit-
mer presenteras fran regressionsperspektivet.

Datorbaserade projekt reella dataproblem utgor en viktig larandeaktivitet.

Examination
« TENA - Skriftlig tentamen, 4,5 hp, betygsskala: A, B, C, D, E, FX, F
« OVN1 - Inlamningsuppgifter, 3,0 hp, betygsskala: P, F

Examinator beslutar, baserat pa rekommendation fran KTH:s handliaggare av stod till stu-
denter med funktionsnedsattning, om eventuell anpassad examination for studenter med
dokumenterad, varaktig funktionsnedsattning.

Examinator far medge annan examinationsform vid omexamination av enstaka studenter.

Nar kurs inte langre ges har student mojlighet att examineras under ytterligare tva lasar.

Etiskt forhallningssatt
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« Vid grupparbete har alla i gruppen ansvar for gruppens arbete.

» Vid examination ska varje student arligt redovisa hjalp som erhallits och killor som
anvants.

« Vid muntlig examination ska varje student kunna redogora for hela uppgiften och hela
l6sningen.
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