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SF2957 Statistisk maskininlarn-
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Statistical Machine Learning

Faststallande
Kursplan for SF2957 giller fran och med HT17

Betygsskala
A B,CD,E FX, F

Utbildningsniva

Avancerad niva

Huvudomraden
Matematik

Sarskild behorighet

Linjar algebra, en- och flervariabelanalys, numeriska metoder, datorintensiva metoder.

Slutbetyg i kurserna SF2940 Sannolikhetsteori och SF2935 Moderna metoder i statistisk
inlarning.

Undervisningssprak

Undervisningssprak anges i kurstillfallesinformationen i kurs- och programkatalogen.
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Larandemal

Kursen ger en 6verblick av avancerade metoder inom statistisk maskininlarning. Kursen
behandlar bade teoretiska och praktiska aspekter av avancerad statistisk inlarning. Dator-
baserade projekt med diverse datamangder utgor en viktig larandeaktivitet.

Efter fullgjord kurs forvantas studenten kunna

« forklara skillnaden mellan framétnatverk och associativa minnen
» identifiera likheter mellan begrepp i statistisk inldrning och statistisk mekanik

« de grundliaggande matematiska sambanden mellan och bland de statistiska inlarningsal-
goritmerna

- identifiera det ratta statistiska verktyget for data-analys i verkligheten utifrén ett explicit
resone-mang

« utveckla och implementera optimeringsalgoritmer for traning av modeller inom statistisk
maskininlarning

« stdlla upp besluts- och optimala kontrollproblem for att forbattra statistiska inlarningsal-
goritmer

« ta fram och implementera olika algoritmer for statistisk inlarning i manga olika situationer
« evaluera effektiviteten av olika statistiska maskininlarningsalgoritmer

» visa pa fardigheter i att anvinda tekniker for dimensionsreduktion

» identifiera och implementera avancerade berakningsmetoder i statistisk maskininlarning
» lasa och forsta nya forskningsuppsatser

For att fa det hogsta betyget skall studenten dartill kunna:

« kombinera olika modeller for att fa forbattrade resultat

Kursinnehall

Kursen ger en overblick av avancerade metoder inom statistisk maskininlarning. Kursen
behandlar Hopfieldnitverk, Boltzmannmaskiner, Gaussiska processer, djupinlarning,
forstarkningsinldrning, dimensionsreduktion, samt berikningsmetoder inom statistisk
maskininlarning. Kursen behandlar bade teoretiska och praktiska aspekter av avancerad
statistisk inlarning.

Datorbaserade projekt med diverse datamangder utgor en viktig larandeaktivitet.

Kursupplagg

Forelasningar, presentationer, projektarbete.

Kurslitteratur
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Bocker, artiklar och foreldsningsanteckningar som presenteras pa kursens hemsida.

Examination

« OVN1 - Ovningsuppgifter, 3,0 hp, betygsskala: P, F
« TEN1 - Tentamen, 4,5 hp, betygsskala: A, B, C, D, E, FX, F

Examinator beslutar, baserat pa rekommendation fran KTH:s handlaggare av stod till stu-

denter med funktionsnedsattning, om eventuell anpassad examination for studenter med
dokumenterad, varaktig funktionsnedsattning.

Examinator far medge annan examinationsform vid omexamination av enstaka studenter.

Nar kurs inte langre ges har student mgjlighet att examineras under ytterligare tva lasar.

Skriftlig tentamen, projektuppgifter.

Ovriga krav for slutbetyg
Godkand skriftlig tentamen, projektuppgifter.

Etiskt forhallningssatt

« Vid grupparbete har alla i gruppen ansvar for gruppens arbete.

» Vid examination ska varje student arligt redovisa hjalp som erhallits och killor som
anvants.

« Vid muntlig examination ska varje student kunna redogora for hela uppgiften och hela
losningen.
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